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Model-based vision

• Problems

• detection; localization; kinematics; counting

• Matching

• Is this a pattern of a fixed class?

• face detection

• To what class does this pattern belong?

• finding faces, animals, motorcycles, etc.

• Is this pool of patterns consistent with this object?

• Primary issues:

• local image representation

• spatial representation

• efficiency

Segmentation

• Problem

• What components of the image likely belong together, and together form 

an object?

• Can be thought of as like recognition of an unknown object

• Irrevocably tied up with recognition

• Conceptual

• Should be able to count unknown objects

• Recognizing something should yield its spatial extent

• Practical 

• Segmentation reduces quantity of data to deal with, suppresses noise

• Methods

• clustering image descriptors by

• K means; EM; Graph theoretic methods

• tightening up link with recognition is currently hard

More uncertain technologies

• Relational reasoning

• Currently

• Objects are composed of parts; find the parts; are the relations right?

• Perhaps

• How are objects distributed in space?

• Which objects are made of the same stuff?

• Knowledge building

• Shop around mixed collections to obtain world knowledge

• building object models; a face dictionary; etc.

• Generalization

• Map knowledge across kinds of object

• This <animal> won’t bite; this <animal>  is scary and about to pounce

• Requires

• identifying “kind” (significant component is visual)

• knowing what can be mapped, and where (mysterious)

Detection

• What pictures contain a giraffe?

• Experimental protocol

• apply detector to images known to contain/lack object, count

• Relatively easy to get performance figures

• one doesn’t need to check the giraffe has been put in the right place

• but they may be meaningless or unreliable

• in many test sets, objects and backgrounds are strongly correlated

• One should compare performance to baseline

• e.g. SVM’s on colour histograms; etc.

• Published performance figures are suspect

• detection rates are implausibly high

• datasets seldom baselined

Localization

• Where should I shoot to hit the giraffe?

• Experimental protocol unclear

• how does one score partially correct localization?

• errors are meaningful only wrt spatial model

• Experiments tricky on a respectable scale

• but one or two images used to be common

• More difficult criterion to do well at than detection

• can detect without localizing (detection marginalizes out configuration)

• Few published performance figures



Kinematics and counting

• Kinematics

• What is the giraffe’s configuration?

• Experimental protocol thoroughly unclear

• what is a partial success?

• what does one count? 

• how?

• Not much known except for human tracking cases

• Counting

• how many giraffes are there?

• Experimental protocol easy in principle

• Obviously, very difficult to do without localization

• appears to be difficult even with models that can localize

• we should be able to count things we haven’t seen before

• one of many links between segmentation and recognition

• No current system can count anything significant satisfactorily

Corel Image Data 40,000 images

Fine Arts Museum of San Francisco 83,000 images online

Cal-flora 20,000 images, species information

News photos with captions

(yahoo.com)

1,500 images per day available from

yahoo.com

Hulton Archive 40,000,000 images (only 230,000 online)

internet.archive.org 1,000 movies with no copyright

TV news archives

(televisionarchive.org, informedia.cs.cmu.edu)

Several terabytes already available

Google Image Crawl >330,000,000 images (with nearby text)

Satellite images

(terrarserver.com, nasa.gov, usgs.gov)

(And associated demographic information)

Medial images (And associated with clinical information)

 LOTS of BIG collections of images

* and the BBC is releasing its video archive, too;

and we collected 500,000 captioned news images;

and it’s easy to get scanned mediaeval manuscripts;

etc., etc.,

• Iconic matching

• child abuse prosecution 

• managing copyright (BayTSP)

• Clustering

• Browsing for:

• web presence for museums (Barnard et al,  01)

• home picture, video collections

• selling pictures 

• Searching

• scanned writing (Manmatha, 02)

• collections of insects

• Building world knowledge

• a face gazetteer  (Miller et al, 04)

Imposing order

Current, practical applications

Maybe applications

Maybe applications

• Metadata indexing

• keywords, date of photo, place, etc.

• Content based retrieval

• query by example with 

• global features  

• (e.g. Flickner et al. 95, Carson et al. 99, Wang 00, various entire 

conferences)

• local features

• (e.g. Photobook - Pentland et al 96; Blobworld - Carson et al, 98)

• relevance feedback 

• (e.g. Cox et al 00; Santini 00; Schettini 02; etc.)

• query by class

• naughty pictures

• (eg  Forsyth et al. 96, 99; Wang et al. 98; Chan et al 99)

Search is well studied

• Work by Peter Enser and colleagues on the use of photo/

movie collections                                                              
(Enser McGregor 92; Ornager 96; Armitage Enser 97; Markkula Sormunen 

00; Frost et al 00;   Enser 00)

• Typical queries:

What will users pay for?

“… smoking of kippers…”

“The depiction of vanity in painting, the 

depiction of the female figure looking in 

the mirror, etc.”

“Cheetahs running on a greyhound course 

in Haringey in 1932” W
h
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Query on

“Rose”

Example from Berkeley 

Blobworld system

Annotation results in complementary words and pictures 



Query on

Example from Berkeley 

Blobworld system

Annotation results in complementary words and pictures 

Query on

and

“Rose”

Example from Berkeley 

Blobworld system

Annotation results in complementary words and pictures 

Exploiting complementary information

• A probability model linking images and annotations

• exploit co-occurence

• better estimates of “meaning” for clustering and browsing

• soft search, auto illustration, auto annotation

• Predicting words from image regions

• explicitly encode and infer correspondence

• rather like recognition

• pinch techniques from statistical natural language processing

• Linking face images with names

• an important special case

• datasets of an epic scale available

• like face recognition, but easier

• breaking correspondence by clustering

 Browsing

• Searching big, unknown collections is hard for naive user

– skilled users don’t benefit from vision-based tools

– problem of overrated significance

• Browsing?

– seems to be preferred by naive users (Frost et al, `00)

– but browsing requires organization too

– generally underrated problem

*Notable exceptions ---Sclaroff, Taycher, and La Cascia, 98; Rubner, Tomasi, 

and Guibas, 00; Smith Kanade, 97.

Clustering words and pictures 

• Lay out and browse the clusters

•

• Build a joint probability model linking words and pictures

•

• Use Hoffman’s hierarchical aspect model

[ Hofmann 98; Hofmann & Puzicha 98 ]

Input

“This is a picture of the 

sun setting over the sea 

with waves in the 

foreground”

sun sky waves sea

Language
processing

Each blob is a large 

vector of features
• Region size

•  Position
•  Colour

•  Oriented energy 

(12 filters)
•  Simple shape 

features

Image
 processing*

* Thanks to Blobworld team [Carson, Belongie, Greenspan, Malik], N-cuts team [Shi, Tal, Malik]



Natural  Language Processing 

•   Parts of speech* (prefer nouns for now)

•   Expand semantics using WordNet†

•   Sense Disambiguation

 WordNet is an on-line lexical reference system from Princeton (Miller et.al)†

*We use Eric Brill’s parts of speech tagger (available on-line)

Image Clusters

Node Behavior

Each node ....

Emits each modeled word, 

W , with some probability

Generates blobs according 

to a Gaussian distribution 

(parameters differ for each node). • Estimation

• Straightforward missing data problem

• EM

• If path, node  known for each data element, 

easy to get estimate of parameters

• given parameter estimate, path, node easy to 

figure out

• Straightforward missing data problem

• Missing data is path, nodes that generated each data element

• EM

• If path, node were known for each data element, easy to get maximum 

likelihood estimate of parameters

• given parameter estimate, path, node easy to figure out

Clustering algorithm FAMSF Data 

83,000 images online, we clustered 8000

FAMSF Demo

(Based on GIS Viewer from UC Berkeley 

digital library project)



Pictures from Words (Auto-illustration)

Text Passage (Moby Dick)

“The large importance attached to the 

harpooneer’s vocation is evinced by 

the fact, that originally in the old 

Dutch Fishery, two centuries and 

more ago, the command of a whale-

ship !…“

Extracted Query

Retrieved Images

large importance attached fact old 

dutch century more command 

whale ship was person was divided 

officer word means fat cutter time 

made days was general vessel 

whale hunting concern british title 

old  dutch ...

Auto-annotation

• Predict words from pictures

• Obstacle:

• Hoffman’s model uses document specific level probabilities

• Dodge

• smooth these empirically

•
• Attractions:

• easy to score

• large scale performance measures (how good is the segmenter?)

• possibly simplify retrieval (Li+Wang, 03)

Keywords
GRASS TIGER CAT FOREST

Predicted Words (rank order)

Keywords
HIPPO BULL mouth walk

Predicted Words (rank order)

Keywords
FLOWER coralberry LEAVES 

PLANT

tiger cat grass people water bengal 

buildings ocean forest reef

water hippos rhino river grass 

reflection one-horned head 

plain sand

fish reef church wall people water 

landscape coral sand trees

Predicted Words (rank order)

To do

• Package up software for clustering and drop on various 

museums

• Experiment with other image representations, segment 

fusing, etc.  (some already in Barnard et al, ‘03)

• Better layout

Exploiting complementary information

• A probability model linking images and annotations

• exploit co-occurence

• better estimates of “meaning” for clustering and browsing

• soft search, auto illustration, auto annotation

• Predicting words from image regions

• explicitly encode and infer correspondence

• rather like recognition

• pinch techniques from statistical natural language processing

• Linking face images with names

• an important special case

• datasets of an epic scale available

• like face recognition, but easier

• breaking correspondence by clustering



Annotation vs Recognition

tiger  cat  grass

?

Constellations of parts

Fischler & Elschlager 1973

Yuille ‘91

Brunelli & Poggio ‘93

Lades, v.d. Malsburg et al. ‘93

Cootes, Lanitis, Taylor et al. ‘95

Amit & Geman ‘95, ‘99 

Perona et al.  ‘95, ‘96, ’98, ’00

Agarwal & Roth ‘02

Generative model for plane templates

(Constellation model)
Foreground model

Gaussian shape pdf

Poission pdf on # 

detections

Uniform shape pdf

Clutter model

Gaussian part appearance pdf

Gaussian background 

appearance pdf

Prob. of detection

0.8 0.75 0.9

Gaussian 
relative scale pdf

log(scale)

Uniform
relative scale pdf

log(scale)

based on Burl, Weber et al. [ECCV ’98, ’00]

Figure after Fergus et al, 03; see also Fergus et al, 04

Constellation models

• Learning model

• on data set consisting of instances, not manually segmented

• choose number of features in model

• run point feature detector

• each response is from either one “slot” in the model, or bg

• this known, easy to estimate parameters

• parameters known, this is easy to estimate

• missing variable problem -> EM

• Detecting instance

• search for allocation of feature instances to slots that maximizes likelihood 

ratio

• detect with likelihood ratio test

Typical models

Spotted catsMotorbikes

Figure after Fergus et al, 03; see also Fergus et al, 04

Summary of results

Dataset
Fixed scale 
experiment

Scale invariant 
experiment

Motorbikes 7.5 6.7

Faces 4.6 4.6

Airplanes 9.8 7.0

Cars (Rear) 15.2 9.7

Spotted cats 10.0 10.0

% equal error rate

Note: Within each series, same settings used for all datasets

Summary of results

Figure after Fergus et al, 03; see also Fergus et al, 04

Caution: dataset is known to have some quirky features



• In its simplest form, missing variable problem

• Pile in with EM

• given correspondences, conditional probability table is easy (count)

• given cpt, expected correspondences could be easy

• Caveats

• might take a lot of data; symmetries, biases in data create issues

Lexicon building

“the beautiful sun”

“le soleil beau” “sun   sea   sky”

Brown, Della Pietra, Della Pietra & Mercer 93; Melamed 01

city mountain sky sun jet plane sky

jet plane sky

cat forest grass tiger

cat grass tiger waterbeach people sun water

“Lexicon” of “meaning”

sun

sky

cat

horse

This could be either a conditional probability table or a joint probability table; each has significant 

attractions for different applications

Performance measurement

By hand By proxy

Grass Cat Buildings 

Horses Tiger Mare



• Comparing models

• Voluminous data on different models in JMLR paper (Barnard et al., 03)

• More recently, Blei and Jordan’s correspondence LDA  (Blei Jordan 03)

• Image representation

• e.g. point feature based models

• Vocabulary management

• fuse visually equivalent words (train=locomotive)

• The effects of supervision

• funny problems caused by near symmetries in likelihood (mare, grass)

• small inputs should give very large outputs

• words aren’t independent

• e.g. Li and Wang, 03

More to do Exploiting complementary information

• A probability model linking images and annotations

• exploit co-occurence

• better estimates of “meaning” for clustering and browsing

• soft search, auto illustration, auto annotation

• Predicting words from image regions

• explicitly encode and infer correspondence

• rather like recognition

• pinch techniques from statistical natural language processing

• Linking face images with names

• an important special case

• datasets of an epic scale available

• like face recognition, but easier

• breaking correspondence by clustering

News dataset

• Approx 5e5 news images, with 

captions

• Easily collected by script from Yahoo 

over the last 18 months or so

• Mainly people

• politicians, actors, sportsplayers

• long, long tails distribution

• Face pictures captured “in the 

wild”

• Correspondence problem

• some images have many (resp. few) 

faces, few (resp. many) names (cf. 

Srihari 95)

President George W. Bush makes a statement in the 
Rose Garden while Secretary of Defense Donald 
Rumsfeld looks on, July 23, 2003. Rumsfeld said the 
United States would release graphic photographs of the 
dead sons of Saddam Hussein to prove they were killed 
by American troops. Photo by Larry Downing/Reuters 

Data examples

Doctor Nikola shows a fork that was 

removed from an Israeli woman who 

swallowed it while trying to catch a bug 

that flew in to her mouth, in Poriah 

Hospital northern Israel July 10, 2003. 

Doctors performed emergency surgery 

and removed the fork. (Reuters) 

President George W. Bush waves as he 

leaves the White House for a day trip to 

North Carolina, July 25, 2002. A White 

House spokesman said that Bush would 

be compelled to veto Senate legislation 

creating a new department of homeland 

security unless changes are made. (Kevin 

Lamarque/Reuters) 



Process

• Extract proper names

• rather crudely, at present

• Detect faces

• with Cordelia Schmid’s face detector, (Vogelhuber 

Schmid 00)

• Rectify faces

• by finding eye, nose, mouth patches, affine transformation

• Kernel PCA rectified faces

• Estimate linear discriminants

• Now have (face vector; name_1,...., name_k)

Scale

44773  big face responses

34623  properly rectified

27742   for k<=4

Building a face dictionary

• Compute linear discriminants

• using single name, single face data items

• we now have a set of clusters

•
• Now break correspondence with modified k-means

• assign face to cluster with closest center, 

• chosen from associated names

• recompute centers, iterate

• using distance in LD space

•
• Now recompute discriminants, recluster with modified k-

means

US President George W. Bush (L) 

makes remarks while Secretary of 

State Colin Powell (R) listens before 

signing the US Leadership Against 

HIV /AIDS , Tuberculosis and Malaria 

Act of 2003 at the Department of State 

in Washington, DC. The five-year plan 

is designed to help prevent and treat 

AIDS, especially in more than a dozen 

African and Caribbean nations(AFP/

Luke Frazza)

German supermodel Claudia Schiffer 

gave birth to a baby boy by Caesarian 

section January 30, 2003, her 

spokeswoman said. The baby is the first 

child for both Schiffer, 32, and her 

husband, British film producer Matthew 

Vaughn, who was at her side for the birth. 

Schiffer is seen on the German television 

show 'Bet It...?!' ('Wetten Dass...?!') in 

Braunschweig, on January 26, 2002. 

(Alexandra Winkler/Reuters) 

British director Sam Mendes and 

his partner actress Kate Winslet 

arrive at the London premiere of 

'The Road to Perdition', 

September 18, 2002. The films 

stars Tom Hanks as a Chicago 

hit man who has a separate 

family life and co-stars Paul 

Newman and Jude Law. 

REUTERS/Dan Chung 

Pruning

• Using a likelihood model

• Tradeoff:  size vs accuracy

Merging

Venezuelan 

President Chavez

Hugo Chavez

Ryan’s clean demo   http://www.eecs.berkeley.edu/~ryanw/clustersFull/theta15/index.html

Tamara’s demo http://www.cs.berkeley.edu/~millert/faces/faceDict/starClust/



How well does it work?

• Draw a cluster from the list, and an image from that 

cluster

• frequency that that image is of someone else

•
•
•
•
•
•
•
•
•

• How many bits are required to fix result?

Works - but 

• We are missing language cues

Sahar Aziz, left, a law student at the University of Texas, hands 

the business card identifying Department of the Army special 

agent Jason D. Treesh to one of her attorneys, Bill Allison,

right, during a news conference on Friday, Feb. 13, 2004, 

in Austin, Texas. In the background is Jim Harrington, director 

of the Texas Civil Rights Project. (AP Photo Harry Cabluck)

Training a language module

• Idea:

• a set of named faces is supervised training data for a “who’s in the picture” module

• actually, do EM (or maximize?) over missing correspondences

Language improves naming,

Clusters, and yields a useful little NLP module, too



Faces - To do

• Better image features

• More sophisticated probability model, EM

• Estimate P (no pic | name) using EM

• Better named entity recognition

• Co-reference resolution (across languages?) using faces

• Use non-parametric face model (animation?)

• Start looking at face recognition

Scanned handwriting

• Special case of words and pictures

• Important applications

• military

• climate change

• Various versions

• aligned training set

• scanned hw + transcription=supervised data

• uncommon

• no aligned training data

• but letter and word frequencies are preserved

• extremely useful

Word spotting

• Large collections of scanned handwritten documents are 

common; handwriting recognition doesn’t work

• make documents searchable with free text ascii queries

• scanned text is pictures, transcription is words

• do auto annotation

• e.g. – T. Rath, R. Manmatha and V. Lavrenko, A Search Engine  for 

Historical Manuscript Images, To Appear Proc. SIGIR’04.

• Dataset 1000 pages of George Washington‘s manuscripts.

Line Based 
retrieval 
example

Strategy

• Handwriting=substitution cipher

• Find lines with elementary methods

• Use vertical bars to quantize direction along lines

• Model text with generalized hidden markov model

• hidden states can emit several tokens

• accommodates templates of variable width

• DP still applies

• Dynamics from electronic latin

• Use letters

• should do better, but

• one example glyph per letter -- TOTAL 22 example glyphs

• Should be unsupervised

• letters look like themselves



Edwards et al, NIPS, ‘04

arbitror
 Non veri simile dici' neque verum arbitror. 

f l o n v e r i s im i l e d i t i s n e q v e r u m a r b i t r o r

 Sic facere, illud permagni referre arbitror 

e n t f a c e r e i l l v es p t r m a g n i r e st r r e a r b i t r o r

 Nam de redducenda, id vero ne utiquam honestum esse arbitror 

i d v e t o n e v o q u a m h o n e s t a m e n e a r b i t r o r

 CH. Tibi ita hoc videtur; at ego non posse arbitror 

l i b e i t a h o c m d e t u r a t e g o n o n o o sse a r b i t r o r

 PA. Ere, primum te arbitrari id quod res est velim: 

c a s r e p r u n u m t e a r b i t r o r i i e s q u o d r c i c i t u c u m

Edwards et al, NIPS, ‘04

Edwards et al, NIPS, ‘04 Edwards et al, NIPS, ‘04

Wordlists

• A wordlist is a much more powerful language model than 

letter trigrams

• With a wordlist, we can obtain more letter templates

• Obv-ous-y



Appearance from clustering
Look for common patches in each frame and make sure they don’t move too fast

cluster enforce
motion

bag of 
detected
patches

prune
small

clusters

Ramanan Forsyth, 03

Ramanan Forsyth Barnard, 05

Ramanan Forsyth Barnard, 05



Appearance model evaluation

recall recall recall

p
re

ci
si

o
n

test set of 1400 animal images from Google
can localize and identify configuration, too

Zebra Tiger Giraffe

Shape + Texture
Texture

Chance
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Ramanan Forsyth Barnard, 05

Partially supervised data  

== Missing correspondence

• Supervised data, but with a little bit missing

• There’s not all that much unsupervised data but lots of semi-supervised 

• Linking and association

• picture is labelled, but object not segmented

• Faces (Leung, Burl, Perona,  95); Faces and cars (Weber Perona 01); 

Faces,cars,motorbikes,planes,tigers (Fergus Zisserman Perona 03); Animal pix (Schmid 01); 

Clustering (Barnard et al, 01, 01); word prediction (Barnard et al 03;  Wang et al, 02; Lia et al, 

03;); album cover-music (Brochu et al; 02); objects (Duygulu et al, 02; Barnard et al 03); 

names and faces (Miller et al 04); speech and pictures (Fleck et al, 04 patent).

• Words, metadata should be linked to picture

• Face pix (Srihari, 95); Corel (Barnard et al 01; Li+Wang 03); Art (Barnard et al. 01); 

• Coherence

• Objects of interest look coherent from frame to frame in video

• People tracking (Ramanan+Forsyth ‘03); Animals (Ramanan+Forsyth ‘03)

• Picture posesses noisy label; which labels are right?

• Image search results (Fergus et al 04)

• missing data tends to be correspondence

Conclusions

• There’s more data out there about the visual world than 

immediately meets the eye

• Visual information should be linked with other forms of 

information

• so one can work where it’s easiest

• Doing so may yield useful artifacts and insights


