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Topics

• Vocabulary
• Simplest imitation learning and DAGGER
• to set up possible projects, and answer Q1, Q2

• Simple reinforcement learning ideas
• More imitation learning; inverse reinforcement learning
• and its variants and problems
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Model

• At time 0, environment samples initial state
• agent is in that state 

• Then for t=0 till done
• agent chooses action
• environment samples new state conditioned on action, old state
• environment samples reward conditioned on action, old state, new state
• agent gets that reward and moves into new state

• Policy
• what action to take in each state
• this could be stochastic

• Maximise total discounted reward
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And this is
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Value iteration

• Idea:
• value of a state=expected reward of proceeding optimally from that state
• if we knew the value of each state, choosing an action is easy
• take the one with the best expected yield
• cf HMM inference reasoning

• Idea:
• we could estimate the value of a state
• set the value of every state to something
• now for a given state, compute the expected value of best action
• replace value with that and continue































But it’s not really all over…

• What if:
• there are lots of states?
• we don’t know T?
• we don’t know R?



Policy iteration

• Idea:
• evaluate some policy
• then make it better












