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Computational Behavioural Science

• Observe people
• Using vision, physiological markers 
‒  Interacting, behaving naturally

• In the wild
• drive feedback for therapy

• Eg reward speech
• Applications

• Model:   screen for ASD

• Other: 
• Any w here large scale observations help

• Support in home care
• Support care for demented patients
• Support stroke recovery
• Support design of efficient buildings

• 10M$, 5yr NSF award under Expeditions program	


• GaTech, UIUC(DAF, Karahalios), MIT, CMU, Pittsburgh, USC, Boston U

Cameras

Microphone

Physiological sensors



Powerful Technologies

• Structure from motion
• reconstruct a 3D world and camera movement from video or pix

• Classification and detection
• put in features, out comes a decision
• sweep a window, classify - is it a face or not?

• Tracking
• mark locations from frame to frame



P. Felzenszwalb, D. McAllester, D. Ramanan. “A Discriminatively Trained, Multiscale, Deformable Part 
Model” CVPR 2008.



Everingham, M., Sivic, J. and Zisserman, A.
“Hello! My name is... Buffy” - Automatic naming of characters in TV video

BMVC 2006



Looking at people

• Questions: 
• What are they doing?
• Where are they doing it?
• Why are they doing it?
• What will happen?

• Problems:
• Knowing what to measure is hard

• faces; body configuration; hand positions; etc?
• Practical difficulties in measurement

• small fast body parts (eg hands); clothing
• Knowing what to report is hard

• much behavior is quite unusual
• what should we say about behaviors?



Gupta ea 09

Predicting stylized narrations



Where People Act

Hedau et al 09 Hedau et al 12



Image Geometric repn Sit with backrest

Sit no backrest Lie down Reach+touch

Gupta ea ’11



Human motion reveals space

Fouhey et al 12



Where people look

Park et al 2011



Park et al 2011



Park et al 2011



Fathi et al 2012



Golparvar-Fard et al 11



Parsing - where is the body?

• Advances in human parsing
• Appearance/layout interaction (Ramanan 06)
• Improved appearance models (Ferrari et al 08; Eichner Ferrari 10)
• Branch+bound (Tian Sclaroff 10)
• Interactions with objects (Yao Fei-Fei 10; Desai et al 10)
• Coverage and background (Buehler ea 08; Jiang 09)
• Complex spatial models (Sapp ea 10a)
• Cascade models (Sapp ea 10b)
• Full relational models (Tran Forsyth 10)
• Poselet style models (Bourdev ea 09; 10; 11; Wang ea 11)



Is the parse successful?

Jamalamadaka, 12



Proxemics - who’s nearby?

Yang et al, 2012



Actions reveal shape reveals action

Yao et al 12



Desai+Ramanan, 2012



Poselets+context reveal actions

Maji et al., 11



Liu et al 2011

Attributes - what is the body motion like?



Composite reasoning is possible

Ikizler et al, 07, 08



with various architectures

Pei et al, 11



Unfamiliar activities present no real problem to human observers

We can detect simple named activities

BUT



Unfamiliar activities present no real problem



Unfamiliar activities present no real problem to human observers



What outcome do we expect?

How are other people feeling?

What will they do?



What outcome do we expect?

How are other people feeling?

What will they do?

Text



Narratives to explain away unfamiliar behavior



Narratives from unfamiliar behavior



What outcome do we expect?

How are other people feeling?

What will they do?



What outcome do we expect?

How are other people feeling?

What will they do?



How many adults were on the platform and what were they doing?



What’s going to happen to the baby?



What outcome do we expect?

How are other people feeling?

What will they do?
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Rapid ABC

• Easily administered screening test
• Challenge: 

• Automatic evaluation
• To use unskilled screeners

Test
View 

Outcome s



LoPresti, ND



Challenge:  Join up views

• Each actor has a model of what the other is up to
• and uses it to structure what they do

• Imagine short clips of only child resp. interviewer
• join up corresponding sides of interaction from a mess of clips

• Why
• (a tiny bit of) Theory of mind, in concrete form







Where are their hands?

• Hands are hard
• because they’re at the far end of lower arms, and we’re not good at them

Mittal ea 12



Great hand results

Mittal ea 12



Alternate strategy

• Work up a set of body configuration attributes
• L hand in front of plane of R arm, etc.

• Use poselets, Bourdev’s data to learn predictors
• Regress hand position against attributes

• in 3D relative to body 

• Identify torso, rectify regressed hand to image

• (Coming) clean up w/ prior from Motion Capture pose



Tsatsoulis, ND

What are they doing with their hands?



Tsatsoulis, ND



Take Home

• Computer vision has extremely powerful tools
• 3D reconstruction
• detection
• tracking

• But...
• they’re not yet super reliable
• very hard for non-specialists to use and adopt

• problem is on the collective agenda, but unresolved

• Huge open problems on the vision agenda
• that are problems of representation or semantics


