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Conclusion

• Recognition is subtle
• goal uncertain
• strong basic methods based on classifiers

• Attributes have been helpful
• the unfamiliar
• better representations of the familiar

• Could address serious problems
• intellectual underpinnings of recognition are shaky

• bias
• categorization

• Biggest open problem
• what does recognition do?



A belief space about recognition

• Object categories are fixed and known
• Each instance belongs to one category of k

• Good training data for categories is available

• Object recognition=k-way classification

• Detection = lots of classification

Platonism?



Obtain dataset

Build features

Mess around with classifiers, probability, etc

Produce representation



What have we inherited from this view?

• Deep pool of information about feature constructions
• Tremendous skill and experience in building classifiers
• Much practice at empiricism

• which is valuable, and hard to do right

• Subtleties
• What about the unfamiliar?
• What kinds of things should we recognize?
• What environmental knowledge helps?
• What should we say about pictures?
• How does utility affect the output?



A belief space about recognition

• Object categories are fixed and known
• Each instance belongs to one category of k

• Good training data for categories is available

• Object recognition=k-way classification

• Detection = lots of classification

Platonism?

Obvious nonsense
Obvious nonsense

Obvious nonsense



Are these monkeys?



Big questions

• What signal representation should we use ?

• What should we say about visual data?
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PLUMBING MODELS

What aspects of the world
should we represent and how?

Classifiers, probability
(Light entertainment)

Obtain dataset

Build features

Mess around 
with classifiers, 
probability, etc

Produce representation
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The unfamiliar



At least two categories for which you probably don’t have a name



Name in common use among sailors in 19’th century is deeply shocking to modern ears;
appears in Aubrey Maturin novels by Patrick O’Brien



What is an object like?

• Professor Piehead

Viz comic, issue 101



Vision	  for	  driving

Prediction
Car

?



Vision	  for	  driving

Prediction

4-Legged Animal

Head

Walking Left

Car



General architecture

Farhadi et al 09; cf Lampert et al 09



Direct Attribute 
Prediction

Lampert ea 09;  Farhadi ea 09

Known classes Unknown classes

Image features

Attribute layer

Stuff attributes



Farhadi et al 09; cf Lampert et al 09

Attribute predictions 
for unknown objects



Lampert ea 09

Object categories in test set are not same categories as in training set



Individual attributes are often wrong, 
but...

Bourdev et al 11
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“Man with a dog on a leash.”



 “Man in camouflage clothes restraining a vicious attack dog with a leash.”



Missing attributes



Extra attributes
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Latent Root

Detector Responses

Visual attributes Other attributes

Root

Sp:  spatial part (gridded location)
Blc: basic level category

Sc: superordinate category

P: predicate 
F: functional attribute

Asp: aspect
Farhadi ea 10
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No horses or carriages in training set

Farhadi ea 10



Discovering attributes

Berg et al 12



Parkash+Parikh 2012

Eliciting attribute information



Parikh Grauman 11

Eliciting attributes



Eliciting Attributes

• Listen to Subhransu

• Keep in mind that 
• data labelled “red hat”, “blue car”, “red bicycle” is easier to learn from
• because “red” and “bicycle” detectors have to agree (Wang, 10)



Chen et al 12

Describing clothing



Duan et al 2012

Local attributes



Describing People with Attributes

Bourdev et al 11
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Bias

• Frequencies in the data may misrepresent the application

• Because the labels are often wrong 

• Because of what gets labelled
• P(labelled|X) is not uniform
• eg obscure but important objects in complex clutter
• eg pedestrians in crowds

• Because of what gets collected
• eg. pictures from the web are selected - not like a camera on head
• eg.  “Profession” labelling for faces in news pictures 

Should not be perjorative

X=data

Curation bias

Label bias

Label error



Size doesn’t make bias go away

• And could make it worse...
• eg  your dataset collector really likes red cars

• cf next slide







Induction

• Fundamental principle of machine learning
• if the world is like the dataset, then future performance will be like training

• Chernoff bounds, VC dimension, etc., etc.

• Learning = Poison Kool-Aid
• learning is sweet
• but the label has some very scary fine print
• drink carefully, and not too much

• But what if the world can’t be like the dataset?



The world will never be like the dataset

• Because
• Bias is persistent
• many things are rare in plausible datasets

• but not in the world
• this exaggerates bias

• Strategies
• Fix datasets  (don’t believe it)

• Use representations that are well-behaved in the presence of bias



Many things are rare

Wang et al, 10, LabelMe data  cf word frequencies, which also tend to be like this



Defenses against Bias

• Appropriate feature representations
• eg illumination invariance

• Appropriate intermediate representations
• which could have less biased behavior
• perhaps attributes? scenes? visual phrases?

• Appropriate representations of knowledge
• eg geometry --- pedestrian example

Surprising/disturbing absence of results here

Second surprising absence - attributes and aspect/shape
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What should we say about visual data?

• Most important question in vision
• What does the output of a recognition system consist of?

• A useful representation of reasonable size
• dubious answer

• Useful in what way?
• How do we make the size reasonable?



Object categories depend on utility

Monkey or Plastic toy or  both or irrelevant

Person or child or beer drinker or 
beer-drinking child or tourist or

holidaymaker or obstacle or 
potential arrest or irrelevant or...

Some of this depends on what you’re
trying to do, in ways we don’t understand



Nouns <> Categories

• People are very good at managing
• Sometimes we don’t have words for things
• Sometimes we don’t have things for words

• Nouns are sometimes too extensive
• the visual complexity inside the category is too high

• or too prescriptive
• “buckler” vs “shield”

• or both
• “man” vs “man on a horse”



Category sensitive binarization

• Approach:
• Each image gets a binary code

• and each can have a distinct code
• Each bit is predicted by a classifier
• Choose codes so that

• they can be predicted accurately
• within a category, codes tend to cluster
• across categories, codes tend to be different

Rastegari ea 12



Category sensitive binarization

• Strategy:
• allocate codes to images so each in a category has the same code
• Iterate

• learn SVMs to predict codes
• adjust codes so they’re

• closer to predictions
• cluster within categories
• are separated across categories

Rastegari ea 12



Codes = discovered attributes

Rastegari ea 12
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Why I like sentence level descriptions

• Conceptual
• Many good sentences for an image

• this is probably what recognition is like
• You need to select to write sentences

• you can’t just write down everything
• Selection could depend on utility

• what you say about an image depends on what you want to achieve
• Sentences can be arranged wrt generality

• “a picture” > “a person”> “a girl in a blue dress playing an ocarina”

• Practical
• Sentences are compact representations of meaning

• it’s really hard to get details right
• People can spot errors quickly

• and also generate sentences from a quick look



Rich(ish) sentences from simple intermediates

Farhadi ea 10

Object, action, scene



Examples
12 Authors Suppressed Due to Excessive Length

(pet, sleep, ground) see something unexpected.
(dog, sleep, ground) Cow in the grassfield.
(animal, sleep, ground) Beautiful scenery surrounds a flu⌅y sheep.
(animal, stand, ground) Dog hearding sheep in open terrain.
(goat, stand, ground) Cattle feeding at a trough.
(furniture, place, furniture) Refrigerator almost empty.
(furniture, place, room) Foods and utensils.
(furniture, place, home) Eatables in the refrigerator.
(bottle, place, table) The inside of a refrigerator apples, cottage cheese, tupperwares and lunch bags.

(display, place, table) Squash apenny white store with a hand statue, picnic tables in
front of the building.

(transportation, move, track) A man stands next to a train on a cloudy day
(bike, ride, track) A backpacker stands beside a green train
(transportation, move, road) This is a picture of a man standing next to a green train
(pet, sleep, ground) There are two men standing on a rocky beach, smiling at the camera.

(bike, ride, road) This is a person laying down in the grass next to their bike in
front of a strange white building.

(display, place, table) This is a lot of technology.
(furniture, place, furniture) Somebody’s screensaver of a pumpkin
(furniture, place, furniture) A black laptop is connected to a black Dell monitor
(bottle, place, table) This is a dual monitor setup
(furniture, place, home) Old school Computer monitor with way to many stickers on it

Fig. 3. Generating sentences for images: We show top five predicted triplets in the
middle column and top five predicted sentences in the right column.

4.4 Out of Vocabulary Extension

Figure 6 depicts examples of the cases where we could successfully recognize ob-
jects/actions for which we have no detector/classifier. This is very interesting as
the intermediate meaning space allows us to benefit from distributional seman-
tics. This means that we can learn to recognize unknown objects/actions/scenes
by looking at the patterns of responses from other similar known detector/classifiers.

5 Discussion and Future Work

Sentences are rich, compact and subtle representations of information. Even
so, we can predict good sentences for images that people like. The intermediate
meaning representation is one key component in our model as it allows benefiting
from distributional semantics. Our sentence model is oversimplified. We think
an iterative procedure for going deeper in sentences and images would be the
right direction. Once a sentence is generated for an image, it is much easier to
check for adjectives and adverbs.
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Adding Attributes and Prepositions

Kulkarni et al 11



Integer Program

Use an integer program to enforce discourse, etc constraints (objects should not be mentioned repeatedly)
ILP:  Method (Berg ea 12, ACL paper)

HMM: Yang et al 11 (cf Kulkarni ea 11)
Human:  Human annotator



Another belief space about recognition

• Categories are highly fluid 
• opportunistic devices to aid generalization

• affected by current problem, utility 
• instances can belong to many categories

• simultaneously
• at different times, the same instance may belong to different categories
• categories are shaded

• much “within class variation” is principled
• Most categories are rare
• Many might be personal, many are negotiated

• Understanding (recognition)
• constant coping with the (somewhat) unfamiliar
• bias is pervasive, affects representation

Notice  that some of these  issues have
resonant ideas when one thinks about 

the “meaning” of language
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Datasets - I

• a-Pascal
• mark up Pascal VOC 2008 with 64 attributes (using Amazon Turk)
• all of it!

• a-Yahoo
• 12 additional classes, from Yahoo, with attributes (Amazon Turk)
• chosen to “mask” Pascal classes 

• Wolf (dog);  Centaur (people, horses); goat (sheep); etc.
• Approx 1M annotations! ($600)
• Accuracy

• Turk inter-annotator agreement 84.1%
• UIUC inter-annotator agreement 84.3%
• Turk UIUC agreement 81.4%

Farhadi ea 09



Datasets - II

• Animals with attributes
• 30475 images
• animals in 50 classes, min 92 per class
• classes have attributes from Osherson, 91
• 85 attributes in total
• attribute markup inherited from class

Lampert ea 09



motorcy

exhaust exhaust 

2780 Images – from ImageNet
3192 Objects – 28 Categories

26695 Parts – 71 types
30046 Attributes – 34 types

1052 Material Images – 10 types

Cross Category Object REcognition Dataset

http://vision.cs.uiuc.edu/CORE

Endres et al 10; Farhadi ea 10

Datasets - III



UIUC	  PASCAL	  Sentence	  Dataset
• 5	  Sentences	  from	  AMT:	  “Please	  describe	  the	  image	  in	  one	  
complete	  but	  simple	  sentence.”

• Quality	  control:	  qualificaIon	  test	  +	  AMT	  grading	  task

• 8000	  images	  for	  ~$1000

A large sheep standing between large trees 
in a rural area.

A ram stands in the middle of a group of 
trees.

a sheep under pine trees

http://vision.cs.uiuc.edu/pascal-sentences/

A sheep standing in a forest.
The sheep is standing under the trees.

Rashtchian et al. HLT NAACL 2010



AQribute	  Discovery	  Dataset
• Gather pictures/captions of shoes, 

handbags, ties, earings, handbags
• Parse text into attributes
• Automatically learn which are visual

–Visual attributes are more accurately 
classified

–Human-Computer agreement on which 
attributes are visual: 70-90%

• Produces 37705 annotated examples
• Automatically characterize attribute 

localizability and type

Berg et al. ECCV 2010

pink, green, gold, leaves, 
delicate, beaded

http://tamaraberg.com/attributesDataset/index.html



SBU	  CapIoned	  Photo	  Dataset
• Query	  images	  with	  capIons	  from	  Flickr

• Filter:	  minimum	  length,	  at	  least	  two	  words	  from	  keyword	  list,	  at	  
least	  one	  spaIal	  preposiIon

• Dataset	  contains	  1,000,000	  capIoned	  images

http://dsl1.cewit.stonybrook.edu/~vicente/sbucaptions/ Ordonez et al. NIPS 2011



Other	  AQribute	  Datasets
SUN Attributes Dataset

Patterson Hays CVPR 2012http://cs.brown.edu/~gen/sunattributes.html



Other	  AQribute	  Datasets

PubFig

Kumar et al. ICCV 2009http://www.cs.columbia.edu/CAVE/databases/pubfig/


