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Neural vs Differentiable Rendering

• Differentiable rendering
• make (relatively conventional) renderer differentiable
• usually to support inference (shape from single image, etc.)

• Neural rendering
• use neural networks at various points in the rendering process
• lots of methods

• no real consensus on what a neural rendering process looks like



Some topics…

• Reduce rendering noise
• in MCMC rendering
• in image based rendering
• in performance capture

• Realistic images from approximations
• Generate novel views

• from multiview input

• Exaggerate effects
• eg motion fields

• Reshade and relight



Reducing noise: MCMC rendering

• Issue:
• physically accurate rendering requires tracing very large numbers of 

complex paths; the resulting estimates can have quite high noise
• Reducing noise by tracing “more paths” is impractical (1/sqrt(N))
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Filter noisy pixels:

Kalantari et al 15



Cross-bilateral filter

Location Pixel color

Features (eg. which surface,
normal, etc.)Kalantari et al 15



Natural attack
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Spikes…

Kalantari et al 15



See also 

Alla Chaitanya, 17 (same problem, different architecture)



Some topics…

• Reduce rendering noise
• in MCMC rendering
• in image based rendering
• in performance capture

• Realistic images from approximations
• Generate novel views

• from multiview input

• Exaggerate effects
• eg motion fields

• Reshade and relight



Noise management in IBR

• (You could see NeRF as an extreme case of this)
• Image based rendering

• From several images of a scene, produce a rendering at new viewpoint
• Typically, using some form of approximate geometric representation

• Simplest cases
• SFM yields cameras, blend on a common plane (Phototourism, 

Snavely et al 06)
• https://www.youtube.com/watch?v=mTBPGuPLI5Y
• blend can look poor, texture slides

• SFM yields points->parametric model, texture from image, render 
(Facade, Debevec 1996, 1997)
• many things remain hard to model
• errors in recovered model lead to texture problems



https://www.pauldebevec.com/Campanile/#movie



https://www.pauldebevec.com/Campanile/#movie



IBR as blending

Hedman, 18

The novel view is a blend;
blend is driven by relief from reconstruction,
normals, etc.  Strategy: build the best blender.
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Training

• Losses:
• per frame perceptual loss

• two frame temporal consistency
• helps prevent oscillation, flicker, etc



Notes and Queries

• This mostly cleans up a very good IBR representation
• notice how much preprocessing and detail before learning

• You should likely think of IBR repn as latent variables
• Q: can one learn them?  Why?

• There is no adversarial loss
• Q:  Why?  (authors say might create temporal coherence problems)



View dependent appearance effects

• Specular effects, gloss, etc. depend on viewing direction
• Blending multiple views will blur the effect or remove it

• Strategy:
• select triangle from image mesh per view (Debevec, 98) rather than 

blending



View dependent appearance effects

• Specular effects, gloss, etc. depend on viewing direction
• Blending multiple views will blur the effect or remove it

Thies et al 20



Idea: predict these separately

Thies et al 20
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Idea: predict these separately
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Idea: predict these separately



Notes and Queries

• Key idea
• separate diffuse view prediction and view dependent components
• notice how much preprocessing and detail before learning

• multiple registered pix and depth maps

• There is an adversarial loss
• Local PatchGAN loss

• from pix2pix (Isola, 16)
• useful trick



Performance capture (rough summary)

• Use multiple synchronized cameras to
• come up with a surface like representation of performer(s)

• that is photorealistic
• to re-render from different views
• to augment

• History
• rough outlines clear since mid 90s
• details fantastically important
• quality is hard to get



Performance capture (rough summary)

Kanade et al 97

View Depth map (stereo, I think)



Performance capture (rough summary)

Kanade et al 97

Depth discontinuities create 
meshing problems Crop at discontinuities Fill holes with other 

viewpoints





Quiz: what could go wrong



Quiz: what could go wrong?

• Flicker at boundaries
• segmentation not coherent over time

• Segmentation errors lead to poor appearance
• Motion blur errors
• Matting errors
• Resolution problems
• Texture at boundaries



Performance capture (rough summary)

Kanade et al 97

Depth discontinuities create 
meshing problems Crop at discontinuities Fill holes with other 

viewpoints
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Fixes

• Cameras:
• more, faster, higher resolution, better synchronized 

• Reconstruction algorithms:
• high resolution multiview stereo reconstructions 

• Body models:
• skinned parametric body/hand/face models



Joo et al 18
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Issues (later…)

• Construct parametric surface deformation model from data
• for body, hand, head+face (body - SMPL, widely used)

• Skinning
• Link joint parameters of model to surface for control

• Blending
• Attach hand, head+face to body



Fitting

• Recover point cloud
• Recover 3D joint (keypoint) positions

• human pose recovery (qv)

• Fit parametric model to point cloud using
• keypoint positions
• ICP for points to surface
• Minimize seams between hand/body, head/body
• prior

• Refine parametric model to better encode sequences



Relightables - extreme capture

• Capture with
• 12MP active IR depth sensors (specialized)
• Fast HR RGB cameras
• Controllable relighting during capture Guo et al, 2019



Guo et al 19

Depth maps come both from 
active and from passive sensors

Essential: can’t green-screen 
because we’re actively relighting;
CRF here leads to other small but

important improvements

ICP goes here

Standard procedure



Guo et al 19Simplified by another 
standard procedure

Gives texture coordinates
for each triangle in mesh



Because we know triangle normals, and 
we see under multiple illuminations, 

can recover (a) albedo and (b) gloss terms.
Q: can we also refine normals, triangles, etc?

Guo et al 19



• General point
• for rendering purposes, normals do not need to be geometric

• ie the normal at each mesh vertex 
• does not have to be estimated from the mesh
• could be estimated photometrically (essentially, photometric stereo)

• photometric normals are often (usually) better

Guo et al 19
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There are problems in all systems…

Martin-Brualla et al, 18



Idea: learned beauty-renderer

• During capture, have witness cameras
• Train a beauty renderer to 

• accept predicted frames
• produce good looking frames
• using witness cameras

Martin-Brualla et al, 18
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Notes and queries

• What are the losses?
• natural
• in paper - look them up!
• adversarial loss is part of this

• General points:
• Beauty renderers are probably an excellent idea
• Q: conditioning to get best balance between quality/efficiency?

• A:?
• Q: should this be a general part of any future “realistic” rendering system?

• i.e. learned beauty renderer from rough to final
• A: likely yes, only issue is pragmatics



Some topics…

• Reduce rendering noise
• in MCMC rendering
• in image based rendering
• in performance capture  -  TBA!

• Realistic images from approximations
• Generate novel views

• from multiview input

• Exaggerate effects
• eg motion fields

• Reshade and relight



Some topics…

• Reduce rendering noise
• in MCMC rendering
• in image based rendering
• in performance capture

• Realistic images from approximations
• texture synthesis history

• Generate novel views
• from multiview input

• Exaggerate effects
• eg motion fields

• Reshade and relight



Texture
CS 419

Slides by Ali Farhadi



Texture scandals!!





Two crucial algorithmic points

• Nearest neighbors
• again and again and again

• Dynamic programming
• likely new; we’ll use this again, too



Texture Synthesis

Efros & Leung ICCV99



How to paint this pixel?

?

Efros & Leung ICCV99

Input texture

p



input

Efros & Leung ICCV99

Neighborhood size



Varying Window Size

Increasing window size

Efros & Leung ICCV99
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More Results



Extrapolation

Efros & Leung ICCV99



Input texture
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Random placement 
of blocks 
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boundary cut

Efros & Freeman SIGGRAPH01



min. error boundary

Minimal error boundary
overlapping blocks vertical boundary

_

=

2

overlap error

Efros & Freeman SIGGRAPH01



B1 B2

Minimal error
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More Results
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More Results



+ =

Texture Transfer

• Take the texture from on object and paint it on another object

Decomposing shape and texture
Very challenging

Walk around
Add some constraint to the search

Efros & Freeman SIGGRAPH01



Source Texture

Source Map
Destination Map

Destination
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Texture Transfer

Efros & Freeman SIGGRAPH01
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Image Analogies

Hertzman, Jacobs, Oliver, Curless, and Salesin, SIGGRAPH01 



Training

Hertzman, Jacobs, Oliver, Curless, and Salesin, SIGGRAPH01 
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Hertzman, Jacobs, Oliver, Curless, and Salesin, SIGGRAPH01 



Learn to Blur

Hertzman, Jacobs, Oliver, Curless, and Salesin, SIGGRAPH01 



Texture by Numbers

Hertzman, Jacobs, Oliver, Curless, and Salesin, SIGGRAPH01 



Colorization

Hertzman, Jacobs, Oliver, Curless, and Salesin, SIGGRAPH01 



Super-resolution

A A’

Hertzman, Jacobs, Oliver, Curless, and Salesin, SIGGRAPH01 



Super-resolution (result!)

B B’
Hertzman, Jacobs, Oliver, Curless, and Salesin, SIGGRAPH01 



Training 
images

Hertzman, Jacobs, Oliver, Curless, and Salesin, SIGGRAPH01 



Hertzman, Jacobs, Oliver, Curless, and Salesin, SIGGRAPH01 


