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Neural vs Differentiable Rendering

• Differentiable rendering
• make (relatively conventional) renderer differentiable
• usually to support inference (shape from single image, etc.)

• Neural rendering
• use neural networks at various points in the rendering process
• lots of methods

• no real consensus on what a neural rendering process looks like



Some topics…

• Reduce rendering noise
• in MCMC rendering
• in image based rendering
• in performance capture

• Realistic images from approximations
• Generate novel views

• from multiview input

• Exaggerate effects
• eg motion fields

• Reshade and relight



Reducing noise: MCMC rendering

• Issue:
• physically accurate rendering requires tracing very large numbers of 

complex paths; the resulting estimates can have quite high noise
• Reducing noise by tracing “more paths” is impractical (1/sqrt(N))
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Filter noisy pixels:

Kalantari et al 15



Cross-bilateral filter

Location Pixel color

Features (eg. which surface,
normal, etc.)Kalantari et al 15



Natural attack

Kalantari et al 15
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Spikes…

Kalantari et al 15



See also 

Alla Chaitanya, 17 (same problem, different architecture)



Some topics…

• Reduce rendering noise
• in MCMC rendering
• in image based rendering
• in performance capture

• Realistic images from approximations
• Generate novel views

• from multiview input

• Exaggerate effects
• eg motion fields

• Reshade and relight



Noise management in IBR

• (You could see NeRF as an extreme case of this)
• Image based rendering

• From several images of a scene, produce a rendering at new viewpoint
• Typically, using some form of approximate geometric representation

• Simplest cases
• SFM yields cameras, blend on a common plane (Phototourism, 

Snavely et al 06)
• https://www.youtube.com/watch?v=mTBPGuPLI5Y
• blend can look poor, texture slides

• SFM yields points->parametric model, texture from image, render 
(Facade, Debevec 1996, 1997)
• many things remain hard to model
• errors in recovered model lead to texture problems



https://www.pauldebevec.com/Campanile/#movie
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IBR as blending

Hedman, 18

The novel view is a blend;
blend is driven by relief from reconstruction,
normals, etc.  Strategy: build the best blender.



Hedman, 18
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Training

• Losses:
• per frame perceptual loss

• two frame temporal consistency
• helps prevent oscillation, flicker, etc



Notes and Queries

• This mostly cleans up a very good IBR representation
• notice how much preprocessing and detail before learning

• You should likely think of IBR repn as latent variables
• Q: can one learn them?  Why?

• There is no adversarial loss
• Q:  Why?  (authors say might create temporal coherence problems)



View dependent appearance effects

• Specular effects, gloss, etc. depend on viewing direction
• Blending multiple views will blur the effect or remove it

• Strategy:
• select triangle from image mesh per view (Debevec, 98) rather than 

blending







View dependent appearance effects

• Specular effects, gloss, etc. depend on viewing direction
• Blending multiple views will blur the effect or remove it

Thies et al 20



Idea: predict these separately

Thies et al 20
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Idea: predict these separately

Thies et al 20
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Notes and Queries

• Key idea
• separate diffuse view prediction and view dependent components
• notice how much preprocessing and detail before learning

• multiple registered pix and depth maps

• There is an adversarial loss
• Local PatchGAN loss

• from pix2pix (Isola, 16)
• qv

• useful trick







Performance capture (rough summary)

• Use multiple synchronized cameras to
• come up with a surface like representation of performer(s)

• that is photorealistic
• to re-render from different views
• to augment

• History
• rough outlines clear since mid 90s
• details fantastically important
• quality is hard to get



Performance capture (rough summary)

Kanade et al 97

View Depth map (stereo, I think)



Performance capture (rough summary)

Kanade et al 97

Depth discontinuities create 
meshing problems Crop at discontinuities Fill holes with other 

viewpoints





Quiz: what could go wrong



Quiz: what could go wrong?

• Flicker at boundaries
• segmentation not coherent over time

• Segmentation errors lead to poor appearance
• Motion blur errors
• Matting errors
• Resolution problems
• Texture at boundaries



Performance capture (rough summary)

Kanade et al 97

Depth discontinuities create 
meshing problems Crop at discontinuities Fill holes with other 

viewpoints



Kanade et al 97
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Fixes

• Cameras:
• more, faster, higher resolution, better synchronized 

• Reconstruction algorithms:
• high resolution multiview stereo reconstructions 

• Body models:
• skinned parametric body/hand/face models



Joo et al 18
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Issues (later…)

• Construct parametric surface deformation model from data
• for body, hand, head+face (body - SMPL, widely used)

• Skinning
• Link joint parameters of model to surface for control

• Blending
• Attach hand, head+face to body



Fitting

• Recover point cloud
• Recover 3D joint (keypoint) positions

• human pose recovery (qv)

• Fit parametric model to point cloud using
• keypoint positions
• ICP for points to surface
• Minimize seams between hand/body, head/body
• prior

• Refine parametric model to better encode sequences



Relightables - extreme capture

• Capture with
• 12MP active IR depth sensors (specialized)
• Fast HR RGB cameras
• Controllable relighting during capture Guo et al, 2019



Guo et al 19

Depth maps come both from 
active and from passive sensors

Essential: can’t green-screen 
because we’re actively relighting;
CRF here leads to other small but

important improvements

ICP goes here

Standard procedure



Guo et al 19Simplified by another 
standard procedure

Gives texture coordinates
for each triangle in mesh



Because we know triangle normals, and 
we see under multiple illuminations, 

can recover (a) albedo and (b) gloss terms.
Q: can we also refine normals, triangles, etc?

Guo et al 19



• General point
• for rendering purposes, normals do not need to be geometric

• ie the normal at each mesh vertex 
• does not have to be estimated from the mesh
• could be estimated photometrically (essentially, photometric stereo)

• photometric normals are often (usually) better

Guo et al 19
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There are problems in all systems…

Martin-Brualla et al, 18



Idea: learned beauty-renderer

• During capture, have witness cameras
• Train a beauty renderer to 

• accept predicted frames
• produce good looking frames
• using witness cameras

Martin-Brualla et al, 18
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Notes and queries

• What are the losses?
• natural
• in paper - look them up!
• adversarial loss is part of this

• General points:
• Beauty renderers are probably an excellent idea
• Q: conditioning to get best balance between quality/efficiency?

• A:?
• Q: should this be a general part of any future “realistic” rendering system?

• i.e. learned beauty renderer from rough to final
• A: likely yes, only issue is pragmatics



Some topics…

• Reduce rendering noise
• in MCMC rendering
• in image based rendering
• in performance capture  -  TBA!

• Realistic images from approximations
• Generate novel views

• from multiview input

• Exaggerate effects
• eg motion fields

• Reshade and relight



Some topics…

• Reduce rendering noise
• in MCMC rendering
• in image based rendering
• in performance capture

• Realistic images from approximations
• texture synthesis history

• Generate novel views
• from multiview input

• Exaggerate effects
• eg motion fields

• Reshade and relight



Realistic images from approximations

• Idea:
• from approximate image

• eg semantic segmenter map
• produce “realistic” image

• In what way realistic?
• Fools adversary
• Obtain strong LPIPS score

• compare deep features of local patches to those of real images (Zhang et. al)
• etc

• Why?
• Rendering model for backgrounds, scenes, etc.
• Controllable to some degree
• Possible source of training data?



Texture
CS 419

Slides by Ali Farhadi



Texture scandals!!





Two crucial algorithmic points

• Nearest neighbors
• again and again and again

• Dynamic programming
• likely new; we’ll use this again, too



Texture Synthesis

Efros & Leung ICCV99



How to paint this pixel?

?

Efros & Leung ICCV99

Input texture

p



input

Efros & Leung ICCV99

Neighborhood size



Varying Window Size

Increasing window size

Efros & Leung ICCV99



Efros & Leung ICCV99

More Results



Extrapolation

Efros & Leung ICCV99



Input texture

B1 B2

Random placement 
of blocks 

block

B1 B2

Neighboring blocks
constrained by overlap

B1 B2

Minimal error
boundary cut

Efros & Freeman SIGGRAPH01



min. error boundary

Minimal error boundary
overlapping blocks vertical boundary

_

=

2

overlap error

Efros & Freeman SIGGRAPH01



B1 B2

Minimal error
boundary cut

B1 B2

Random placement 
of blocks 

B1 B2

Neighboring blocks
constrained by overlap

Efros & Freeman SIGGRAPH01



Efros & Freeman SIGGRAPH01

More Results



Efros & Freeman SIGGRAPH01

More Results
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Texture Transfer

• Take the texture from on object and paint it on another object

Decomposing shape and texture
Very challenging

Walk around
Add some constraint to the search

Efros & Freeman SIGGRAPH01



Source Texture

Source Map
Destination Map

Destination
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Texture Transfer

Efros & Freeman SIGGRAPH01
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Image Analogies

Hertzman, Jacobs, Oliver, Curless, and Salesin, SIGGRAPH01 



Training

Hertzman, Jacobs, Oliver, Curless, and Salesin, SIGGRAPH01 
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Hertzman, Jacobs, Oliver, Curless, and Salesin, SIGGRAPH01 
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Hertzman, Jacobs, Oliver, Curless, and Salesin, SIGGRAPH01 



Hertzman, Jacobs, Oliver, Curless, and Salesin, SIGGRAPH01 



Learn to Blur

Hertzman, Jacobs, Oliver, Curless, and Salesin, SIGGRAPH01 



Texture by Numbers

Hertzman, Jacobs, Oliver, Curless, and Salesin, SIGGRAPH01 



Colorization

Hertzman, Jacobs, Oliver, Curless, and Salesin, SIGGRAPH01 



Super-resolution

A A’

Hertzman, Jacobs, Oliver, Curless, and Salesin, SIGGRAPH01 



Super-resolution (result!)

B B’
Hertzman, Jacobs, Oliver, Curless, and Salesin, SIGGRAPH01 



Training 
images

Hertzman, Jacobs, Oliver, Curless, and Salesin, SIGGRAPH01 



Hertzman, Jacobs, Oliver, Curless, and Salesin, SIGGRAPH01 



Realistic images from approximations

• Pix2Pix 
• (Isola et al 16)
• train with pairs of input, output, CGAN

• CycleGAN
• (Isola et al 17)
• train with populations, consistency losses

• CG2Real
• (Bi et al 19)
• fix some instabilities causing problems with cyclegan for graphics -> realistic

• SPADE
• (Park et al 19)
• fix problems with pix2pix and label maps

• SinGAN
• the price of not knowing history



Isola et al, 16  (MUST READ)



Compare to ground truth

Adversary tries to distinguish
between generated and real pairs

Isola et al, 16  (MUST READ)



Isola et al, 16  (MUST READ)



Isola et al, 16  (MUST READ)



Isola et al, 16  (MUST READ)



Networks really like to smooth

Isola et al, 16  (MUST READ)





Patch size matters

Isola et al, 16  (MUST READ)
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Useful tricks

• Discriminator should be spectrally normalized
• Good idea for many activities to have a local discriminator 

• easily done - PatchGAN
• benefits  

• realism at short scales likely imposes image realism
• easier faster training

• cautions
• does not always apply

• D should have LeakyReLU
• G - ReLU

• Variety of losses
• hinge loss is quite good



Combinations known to work

• Spectral normalization, together with hinge or softplus loss
• BigGAN,  

• Non saturating loss together with gradient penalty
• can clip gradient, can normalize
• StyleGAN, clip OK

• Generally, UNet discriminator is helpful
• with skips 
• with both kinds of loss

• For wasserstein, sliced wasserstein, 
• Schwing’s students have a ton of knowledge
• Ishan Deshpande
• good for missing modes?



Issues

• What if you don’t have pairs?
• CycleGAN, next
• CG2Real, next

• Story for semantic labels is weird
• why pass label map through encoder?

• SPADE, next



Realistic images from approximations

• Pix2Pix 
• (Isola et al 16)
• train with pairs of input, output, CGAN

• CycleGAN
• (Isola et al 17)
• train with populations, consistency losses

• CG2Real
• (Bi et al 19)
• fix some instabilities causing problems with cyclegan for graphics -> realistic

• SPADE
• (Park et al 19)
• fix problems with pix2pix and label maps

• SinGAN
• the price of not knowing history



What if you don’t have pairs?

Zhou et al, 17



Learn paired mappings

• G: X->Y, H: Y->X
• G(x_i) should be “like a y”  (Adversary)
• H(y_i) should be “like an x”  (Adversary)
• Cycles work:

• G(H(y_i)) should be about y_i
• H(G(x_i)) should be about x_i

This isn’t innocent, or natural

Zhou et al, 17



This works

Zhou et al, 17



But there are issues…

Does not like to “destroy” information

Zhou et al, 17



Realistic images from approximations

• Pix2Pix 
• (Isola et al 16)
• train with pairs of input, output, CGAN

• CycleGAN
• (Isola et al 17)
• train with populations, consistency losses

• CG2Real
• (Bi et al 19)
• fix some instabilities causing problems with cyclegan for graphics -> realistic

• SPADE
• (Park et al 19)
• fix problems pix2pix has with label maps

• SinGAN
• the price of not knowing history



Goal: OpenGL to “Realistic”

• Value:
• control of rendering in traditional fashion 

• eg use existing assets, etc.
• but get better images

• possibly faster, too



\

Bi et al 19



Likely complication - asymmetry

• OpenGL shading -> Physical shading 
• hard, requires long scale information
• BUT can make paired data easily with physically accurate renderer

• OpenGL albedo -> realistic albedo
• likely much easier, requires short scale information
• BUT no paired data

• Strategy:
• handle albedo and shading separately

• shading paired, albedo unpaired



OpenGL to PBR

Bi et al 19



Whole thing Bi et al 19



Bi et al 19



Notes and queries

• Notice a tension between realism and control here
• Procedure offers very good control of surface attributes

• you do this with OpenGL textures
• but surface attributes aren’t spectacularly realistic

• (following slides)
• ISSUE

• Making realistic surfaces may involve loss of control
• How do we manage and balance?

• Physically based shading is all very well
• but it isn’t the key to realism



Relief - intrinsic, because
small local shadows do not

move with illumination
(at least Koenderink+Van Doorn, 77) 



Relief - intrinsic, because
small local shadows do not

move with illumination
(at least Koenderink+Van Doorn, 77) 



Fur - intrinsic, because
small local shadows do not

move with illumination
(at least Koenderink+Van Doorn, 77) 



Relief - intrinsic (at least at this scale), 
because small local shadows do not

move with illumination
(at least Koenderink+Van Doorn, 77) 



??? - intrinsic, because
mostly not a property of viewing

circumstances (?)



Iridescence 
creating intrinsic gloss effects

 intrinsic because the color effects will be
there for almost all illumination



??? - intrinsic, the specularities
move but are always there



??? - intrinsic, the specularities
move but are always there



SPADE - Images from label maps



Question time

• Can pix2pix do this?

• Can cyclegan do this?



Pix2Pix HD - improving pix2pix

• pix2pix doesn’t like high resolution
• training tends to be unstable

• Fix 1
• wrap an HR generator around an LR generator

Wang et al 18



Pix2Pix HD - improving pix2pix

• pix2pix doesn’t like 
high resolution

• training tends to be 
unstable

• Fix 2
• match feature statistics in 

discriminator layers with 
extra loss

Wang et al 18



Pix2Pix HD - improving pix2pix

• pix2pix localization from label maps can be poor
• because label maps don’t delineate individual objects well

• Fix
• use instance maps

Wang et al 18



Images from label maps - Control

• General problem
• Examples:

• Label is sky, but what kind of sky? cloudy? overcast? etc
• Label is car, but in what way is car 1 different from car 2? etc

• Underlying issue:
• label map has less information than image, so generator must create

• possible solutions:
• supply random numbers (but what about control)
• supply input from some other feature process



Control in pix2pixHD

Wang et al 18



Evaluation

• pix2pix HD
• check - when you apply a semantic segmenter to output, do you get input?
• This is clearly not enough

• Human study
• tough to iterate

• Generators in general
• Are generated images “like” real images?

• FID:
• compute an embedding of generated/real images
• compare embeddings

• Inception score
• compare label predictions for some classifier for generated/real images

• BOTH ARE HELPFUL, BUT DUBIOUS
• among other things, they’re biased!



Bias in FID

This is an estimate of the
squared difference of

first and second moments

So this term estimates the difference in meansMt ⇡ Et(g(x))

Embedding

Chong et al 20



Bias in FID

Remember, the average of a set of points in an embedding space is an estimate
of an integral

1

N

X

i

g(xi) ⇡ Ep(g(x)) =

Z
g(x)p(x)dx

Chong et al 20



Bias in FID

Chong et al 20



Pix2PixHD  can map labels to images
But notice a certain squashiness  in “stuff”.    

Two issues here:

- “stuff” is missing information as 
well, like instances

- normalization in the network makes 
this worse

Park et al 19



Normalization can suppress detail

• Simple example:
• instance norm in layers
• single label in input
• instance norm makes input 0

• we’ve lost everything!

Park et al 19

Isola et al, 16  (MUST READ)



Pix2PixHD is weirdly inefficient

• Long scale embedding of a label map doesn’t make sense
• and is expensive

Isola et al, 16  (MUST READ)



Park et al 19
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Control

• SPADE offers 
• segment label based generation
• variability

• But how do we control?
• Very little seems known

• Some strategies:
• create appearance abstractions (time of day, etc) and use rejection sampling
• generate conditioned on appearance abstractions
• require pictures be “like this” (but how? and what this?

• Important obstacle
• object appearance is fantastically complex in detail
• and there isn’t a good “vocabulary” for describing it



Some topics…

• Reduce rendering noise
• in MCMC rendering
• in image based rendering
• in performance capture

• Realistic images from approximations
• Generate novel views

• from multiview input

• Reshade and relight
• Exaggerate effects

• eg motion fields



We’ve seen a bunch of this

• NeRF
• IBR
• One more idea - PixelNeRF



PixelNeRF 

• Key Problem with NeRF  (that isn’t integration related!)
• No sharing - each NeRF is its own thing
• This is genuinely weird

• 3D models of things should be “like one another”
• eg densities should be locally either low or high
• eg some spatial densities should be more common than others

• Rendering and model building are profoundly integrated
• but why?



PixelNeRF 
This mapping is independent

of image, viewpoint

This mapping is independent
of image, viewpoint

Yu et al 20



PixelNeRF - a second view 

Yu et al 20



PixelNeRF

Yu et al 20



Still missing some features ….

• Something like an image prior is missing
• local constraint on reconstruction fields
• Q: how to supply?

• Something like adversarial training is missing
• rendering too slow
• Q: how to supply?



Some topics…

• Reduce rendering noise
• in MCMC rendering
• in image based rendering
• in performance capture

• Realistic images from approximations
• Generate novel views

• from multiview input

• Reshade and relight
• Exaggerate effects

• eg motion fields


