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Goals and representations

• Generate a relighted/reshaded image
• Goal cases:

• Change lighting on a fixed scene
• Insert an object into a scene and relight

• Data cases:
• Comprehensive scene/object data
• Minimal scene/object data

Ramamoorthi + Hanrahan 01



Basic machinery

• Q1: Can one infer illumination from reflected light?
• A1:  Not much for diffuse surfaces (Ramamoorthi+Hanrahan, 01)
• A2:  Illumination and BRDF under some conditions if all reflected 

directions are observed (R+H, 04)

• Light transport
• A representation of a scene in terms of what it does to light

Ramamoorthi + Hanrahan 01



Illumination from reflected light

• Assume 
• illumination depends only on angle
• surface is diffuse, convex
• can measure radiosity at all points on surface

•

Illumination (what we want,
doesn’t depend on x)

Radiosity (what we observe)
Known

But actually…..

Ramamoorthi + Hanrahan 01



Illumination from reflected light - II

• Angles in integral are in the local frame of the point
• So 

• Where 
• the rotation is given by n, 
• the integral is over the hemisphere

• Notice analogy with filtering

E(n) =

Z
Rotation(fixed illumination field)d⌦

Ramamoorthi + Hanrahan 01



Illumination from reflected light - III

• Our problem:

• Filtering

E(n) =

Z
Rotation(fixed illumination field)d⌦

Linear, rotation invariant operator, takes illumination field and makes E

G(u) =

Z
H(x� u)I(x)dx

Linear, translation invariant operator, takes I and makes G

Ramamoorthi + Hanrahan 01



Illumination from reflected light - III

• Filtering

• often convenient to represent in a different basis
• Fourier transform - filtering (convolution)-> multiplication

• Our problem:

• actually is a form of convolution 
• basis is spherical harmonics 

• (analogous with fourier series, sphere is compact)
• in this basis, our operation is apply a KNOWN linear operator

Linear, rotation invariant operator, takes illumination field and makes E

Linear, translation invariant operator, takes I and makes G

Ramamoorthi + Hanrahan 01



Illumination from reflected light - IV

• Spherical harmonics
• multiple definitions
• my favorite is 

• monomials restricted to the sphere factored by terms that vanish
• sometimes normalized, etc.
• eg

• 1, x, y, z, x^2, xy, xz, y^, yz, z^2
• on surface of sphere
• but note on surface of sphere, x^2+y^+z^2=1

• so there are actually only 9 basis functions
• degree == order in some notations (paper)

Ramamoorthi + Hanrahan 01



Key points

• You can’t get odd degree SH’s greater than one
• You can’t really get more than the first 9 SH’s

Ramamoorthi + Hanrahan 01



Illumination and BRDF from reflection

• Assume:
• you can measure illumination along each direction at each point
• object has unknown BRDF
• object is immersed in angular illumination field

• You can:
• recover both BRDF coefficients and illumination field

• essentially, expand in spherical harmonics, and jockey terms

• Important, but difficult to use
• see assumptions

Ramamoorthi+Hanrahan 04



Light transport operators

• Think of a scene as an operator that maps
• Input illumination to camera intensities
• This is linear

• Q: why?

• Can we:
• measure it?
• interpolate it?

• Brute force measurement is hard
• but do-able; 

• stick in tons of projectors, tons of cameras
• record mapping from projector to camera
• done





Light transport operators

Reddy et al 12



Light transport operators

• BUT
• the operator has a lot of structure
• eg 

• decompose into 
• direct transport

• “diagonal” in appropriate repn
• near range transport

• few non-zero “off-diagonal”
• far range transport

• low rank, smallish

• Consequence
• reduced measurement by a factor of 15

Reddy et al 12



Reshading cases

• Inserting a CG object
• we know shape+material of the thing to be inserted
• Big issue:  

• what illumination field to recover, and how to recover it?

• Cut-and-paste
• we know very little about the thing to be inserted
• Big issue:

• how to fake convincing illumination field

• Object recovery
• we see multiple images and want a reshadable representation
• Big issue: 

• how to recover transport operator efficiently



Inserting objects

• Debevec 98:
• Image scene with HDR measurement object (reflective sphere)
• Use sphere intensities to recover environment map
• Render CG object using environment map, composite in



Inserting Computer Graphics
Input image Estimate geometry Estimate materials

Estimate lighting Compose & render Final composite

Markup, for the moment
Secret sauce:  Consistency

Secret sauce: Shafts

Secret sauce: Physical renderer

Using above, with manual help Standard methods (Land 71)

Compositing by standard 
method Debevec 98

Karsch ea 11



Results
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Results
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Making it automatic

• Depth map by matching to RGBD images
• and various clever tricks to make the map render well, etc.

• Illumination by matching to images with known illum.
• and various clever tricks to slide sources around, etc.

Karsch ea  14; cf Satkin+Hebert, 12, 13



Lighting by Matching

• What about invisible sources?
• Lighting can be divided into:

• sources:
• high intensity luminaires
• other stuff that is lower intensity

• visibility:
• can be seen
• can’t be seen

• Strategy:
• Visible luminaires are easy
• Invisible luminaires by matching
• Q: what about invisible, low intensity sources?

• A: ignore

Karsch ea  14



Lighting by Matching

Karsch ea  14
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You can fool people

Real

Synthetic



Indoor lighting from LDR image

• Representation
• Panorama

• every surface is lit by gathering from one panorama
• so panorama includes luminaires as well as reflectors
• needs to be HDR  - but image is LDR

• equivalent to position independent lighting, as above

Gardner et al 17



Gathering from a panorama needs care

Gardner et al 17



HDR panorama from LDR image

Gardner et al 17



Learned light detector is better…

Gardner et al 17



This works….

Gardner et al 17



Evaluating realism is *REALLY HARD*

Gardner et al 17



Evaluating realism is *REALLY HARD*

Gardner et al 17



Notes and queries

• Note:
• there’s a tension here w/ R+H

• what is being inferred appears in considerable detail
• note material parameters are NOT inferred

• Q: why does this work? and why does Karsch 14 work?

• Q: why use loss against ground truth panoramas?
• rather than (say) illumination prediction on inserted objects?



Improvements

• Neural Illumination
• Panorama depends on position
• intermediate predictions

•



Neural Illumination

Song+Funkhouser, 19



Neural Illumination

Song+Funkhouser, 19



Neural Illumination

Song+Funkhouser, 19



Notes and queries

• All N+Q for Gardner apply

• Also, (ukase) this sort of thing has to stop
• data collection exposes fundamentally absurd way of thinking about vision





Alternative spatially varying

Garon et al 19
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Garon et al 19

Adversarial smoother - important, and interesting



Albedo is accounted for

Garon et al 19



Better than spatially varying SH

Garon et al 19



Notes and queries

• All NQ for Song above apply

• Adversarial smoother is interesting

• Q: why not directly score relights with adversary?



Taken to extremes…

Li et al, 20

Three estimated 
segmentation 

maps
(object, area 

source, envmap)

Estimates of albedo
normal, roughness,  

depth

Low res estimates High res estimates



Works very well

Li et al, 20



Training

• Q: how did they train this?



Naughty…!

Li et al, 20



Notes and queries

• Sample from prior

• See also
• Srinivasan et al 20

• global spatial coherence of illumination, stereo input
• Sengupta et al 19

• alternative inverse renderer



Cut-and-paste

• Very little is known

• Hard:
• we don’t have surface/material models of the thing being inserted
• Q:

• How should it interact with inferred light field?
• Do we need an inferred light field?

• Promising:
• cut-and-paste is a super rendering paradigm

• easy to control
• easy for use
• IF we could do it



 Inserting Image fragments, V1

• Algorithm
• build a dictionary of image fragments, ideally tagged

• for these fragments, estimate height using ground plane
• artist chooses image

• system estimates horizon, ground plane
• this gives foreshortening

• artist searches with tag, chooses fragment
• places on image

Lalonde et al, 07



Inserting fragments

Lalonde et al, 07



Inserting fragments

Lalonde et al, 07



Illumination issues: good match



Illumination issues: bad match

Lalonde et al, 07



 Inserting Image fragments, V1

• Algorithm
• build a dictionary of image fragments, ideally tagged

• for these fragments, estimate height using ground plane
• artist chooses image

• system estimates horizon, ground plane
• this gives foreshortening

• artist searches with tag, chooses fragment
• places on image

• Q: what if the light is wrong?
• A: don’t use that fragment

Lalonde et al, 07



• Problem:  need the shape to get shadows, shading
• current technology cannot do this for complex surfaces

• Resolution:
• People are very bad at shadow consistency
• Weak shape approximations are good enough IF

• you carefully preserve surface material properties
• Decompose object shading into

• Smooth component (from weak shape approximation)
• Faster components

• from materials

 Inserting Image fragments, V2



Weak shape approximations

• Simple shape from contour
• with small modifications to ensure crease at contour, planar contour
• flip+glue to provide a back

Liao et al 2015, 2019



Fast components are residuals

Detail 1= Image-Shade(coarse shape, estimated light)

Detail 2= Shading detail(Image-Shade(coarse shape, estimated light))

Liao et al 2015, 2019



Placing and rendering objects

Liao et al 2015, 2019



Liao et al 2015, 2019



Visual comparisons

Liao et al 2015, 2019



Image based reshading for scenes

• Issues:
• how to decompose images
• how to generate multiple diverse shading fields from one image of a scene





Intrinsic images

• (Originally) Maps of an image that explain pixel values
• Intrinsic properties:

• independent of viewing; “object” or “world” properties
• Extrinsic properties:

• depend on viewing circumstances

• (Later)  Albedo/Shading maps
• I=A x S
• Albedo (A) is a natural intrinsic
• Shading (S) is a natural extrinsic



No ground truth decompositions

• And there never will be
• rendering is do-able (but hard)
• modelling is hopeless

• Q:  how do you train an image decomposition method 
when you don’t know the right answer?

• Retinex provides clues - spatial statistics are the key



Albedo/shading and Retinex

• Spatial reasoning, Land (59, 59, 77); Land +McCann 71:
• Surface color changes either quickly or not at all
• Light color changes slowly
• Retinex

• large family of algorithms
• quite hard to know what Retinex does (Brainard+Wandell, 86)



Computer vision versions of Retinex

Horn, 73; 74
Brelstaff+Blake, 87;

multiple variants



Real data is hard to collect

• spraypaint, multiple images, etc…

Images from dataset of Gosse et al. 09



Retinex is really quite good
Ground truth

images from dataset of Gosse et al. 09
Implementation of Retinex 

due to Kevin Karsch



Human judgements are easier

Bell, Bala, Snavely, 2014



This gives an evaluation task

• WHDR=Weighted Human Disagreement Ratio
• compute lightness from intrinsic image representation at points
• predict

• A lighter than B
• B lighter than A
• Lightness match

• compute weighted estimate of accuracy
• weights low where human judgements are uncertain, high otherwise

• There are issues, but allows evaluation
• and competition



Modern strategies  - Optimization

• Apply the priors that
• albedo is piecewise constant
• there are “few” albedo values
• albedo and shading explain image

• Solve
• eg Bell 14, Nestmeyer 17, Bi 15



Modern strategies - Regression

• Regression of ground truth against image 
• use training set from WHDR data (Narihira et al 2015)

• and perhaps rendered data 
• surprisingly,  rendered data is very helpful 

• Li et al 18; Bi et al 18; Fan et al 18; etc

• Surprising because
• Albedo in renderings isn’t like albedo in the world
• Illumination in renderings *really* isn’t like illumination in the world



Recent history



WHDR is tricky - I
From Fan 18

Narihira et al 15



WHDR is tricky - II

• Predict by
• f(m1, m2) >t     ->  1 is lighter
• -t<f(m1, m2)<t   -> same
• f(m1, m2)<-t      -> 2 is lighter

• Issues:
• choice of f

• m1 - m2
• log(m1/m2)-1

• choice of m
• lightness potential
• predicted albedo

• choice of threshold
• interacts with scale



WHDR is tricky - III

Fan 18 - current SOTA WHDR of 14.45%



WHDR is tricky - IV

• Note: 
• odd colors
• “colored paper” effect
• “indecision”



One approach (local!)

Skip connections

Skip connections

Albedo

Shading

Image



Training - I

DAF 20



Training - II

Local
Adversary



Inference

• Network is trained on 128 x 128 tiles of image
• We want equivariance properties from albedo, shading

• eg translate, rotate, scale image 
• albedo for translated (etc) image should be translated albedo
• shading for translated (etc) image should be translated shading

• This doesn’t come naturally



Equivariance must be imposed



Imposing equivariance

• Translation:
• cover image with many, shifted, overlapping tiles
• for each, recover albedo, shading

• albedo at pixel is weighted average of all overlapping tiles

• Scale:
• rescale image up, down

• for each, recover albedo/shading using translation averaging
• then rescale back

• average results

• Rotation
• average estimates from above over 8 flips



Averaging very strongly suppresses error



Results







Smoothing is important



Paradigms beat graphics



Scale matters



Indecisiveness remains (aargh!)



Other Possible Intrinsics

• Surface relief and material properties
• and perhaps many of them

• Surface mechanical properties
• Surface glossiness
• Texture flow



Learning Conditional Models

• Learn P(Y|X) from examples 
• P(Y|X) is wildly multimodal
• usually, Y is strongly variable and has high spatial correlations

• Model problems:
• SPADE:

• X is semantic labels, Y is image
• Colorization

• X is a grey level image, Y a color field
• Reshading

• X is an albedo image of a scene, Y a shading field
• Motion

• X is image, Y is optic flow



Spatial correlations are a real problem

Deshpande et al 17



Learning Conditional Models

• Learn P(Y|X) from examples 
• (Y, X) pairs
• cases:  

• many pairs share an X:  easy,  very uncommon
• pairs have different X’s:  very hard, confusing, common

X

Y

X

Y

Easy Nasty



Quick and dirty background: VAE

Z

μ

σ

X

X’
Encoder Decoder



Quick and dirty background: VAE

Z

X’

Decoder



Conditioning a VAE (CVAE)

Walker et al 16



Procedure

• Want a model of P(Y|X)
• but must smooth

• learn c(X) (a code) 
• such that “similar” images have “similar” codes

• and build model of P(Y|c(X))

• Draw samples by
• y=F(z; c(X))

• The loss you use is very important

• Walker et al use (essentially) 
• - conditional log-likelihood of  Y_i | X_i



Motion prediction

Walker et al 16



Motion prediction

Walker et al 16



Giant issue: code collapse

• Draw samples by
• y=F(z; c(X))

• But how was c(X) chosen?
• Imagine a hostile player chose c(X) malignantly
• We could get very odd p(Y|X) 



Code collapse - I

A

A

B

B



Code collapse - II

A

B

C

D



Giant issue - how do we evaluate?

• Model is trained so that Y_i | X_i has high log-likelihood
• good loss (=high likelihood) on held out Y, X pairs is a good sign
• BUT

• we want to be sure that 
• the model gives diverse Y for a given X_i
• and these are all right

• high likelihood on held out Y, X pairs might come from code collapse



Containing this problem

• Build codes for Y and for X
• that can be decoded to produce output/input
• then build explicit models of P(c(Y)|c(X))

• e.g. mixture density network

Lu et al , ND



Diverse colorization

Deshpande et al 17



Colorization

Deshpande et al 17



Evaluation

Deshpande et al 17



Evaluation by joint distribution

• Assume X_i ~ P(X)
• write Y_j (X_i) for a sample drawn from model conditioned on X_i
• then IF model is correct

• (Y_j(X_i), X_i) ~ P(Y, X)=P(Y|X)P(X)

• we can evaluate this using FID

• Check
• FID[{(Y_j(X_i), X_i)}, {(Y_i, X_i)}]
• AND
• Y_j far from Y_i



This suggests a training strategy….

• We train a CGAN to produce Ys from Xs, requiring
• the Y’s are “like” real Y’s  

• i.e. P_m(Y)  close to P(Y)
• the (X, Y) pairs are “like” real pairs

• i.e. P_m(Y, X) close to P(Y, X)

• We already have X_i ~ P(X)
• this, together with conditions above is necessary, but not sufficient

• for P_m(Y|X) to be right



What if…?

Albedo
Z

Shading Ads

Real
shading

Real
images

*
Adi

+ Diversity loss



Base No idisc No sdisc Sh. local



Base No idisc No sdisc Sh. local



Base No idisc No sdisc Sh. local



Base No idisc No sdisc Sh. local



Evaluating reshading…



A possible alternative to NERF…

• From NOPC (next) 
• pinch the idea of feature enhanced point clouds

• From point-based DR (after that)
• make features differentiable

• Cut-and-shut with
• image norms
• adversary

• Avoids clunky bits
• of NeRF - volume rendering
• of PixelNeRF - no world coord representation



NOPC - neural opacity point clouds

• Aim:
• recover and represent fuzzy objects

Wang et al 20



NOPC - representation

Wang et al 20

Key idea: an entirely conventional point based renderer renders FEATURES attached to points
Then a network adjusts this rendered feature map into an image



Idea:  attach to differentiable PBR

You could now use losses on images, etc. 
to shape features on the point cloud

View direction

ImageU NetDi!erentiable point based
renderer

2D feature map

Annotated points



Differentiable Point Based Rendering

• Needs some adaptation
• Surface = point cloud

• each point is a flat circle 
centered at point location, with 
normal

• project these
• colored ellipses

• our case: featured 
ellipses

• render=weighted sum of 
overlapping ellipses

Yifan et al 19



You can clearly render feature maps…

Yifan et al 19



Render

• Circles on tangent plane around p

• Project to ellipse in image, low pass filter

Jacobian of projection to image
From low pass filter



Render - II

• Occlusion
• keep the 5 points closest to pixel

• Weighting

• Final render This is whatever is living in point
(color; feature vector; etc)



Differentiating

• Two hard bits:
• occlusion
• weight truncation

• “Smooth” by
• averaging left and right differences
• odd, but seems to work



Differentiating - 1D example



Idea:  attach to differentiable PBR

You could now use losses on images, etc. 
to shape features on the point cloud

But where does the point cloud come from?

View direction

ImageU NetDi!erentiable point based
renderer

2D feature map

Annotated points



What about …

Latent
variable Decoder Fixed size

point set



Advantages

• No volume rendering
• Could use an adversarial loss

• perhaps locally?

• Perhaps could build an “objectGAN”?
• Perhaps could build a “conditional object GAN”?

• which is roughly what this is


