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Segmenting images

• Why?
• To find “chunks” of image that have meaning

• possibly objects
• Because pixels are too small to work with individually

• and most pixels are like their neighbors
• To compress the image



Example segmentations











Example applications

• Label images by:
• segment regions

• compute region description
• vector quantize region descriptions

• now have a translation problem
• solve

• Label new image with translation table





Superpixels

• “Chunks” of image larger than a pixel
• coherent interior

• Can do shape reasoning
• For example, people are made out of long thin superpixels





Interactive segmentation

• Cut out a region from an image
• for example, so you can move things around in a picture

• compose other pictures from pieces (collages)
• remove inconvenient people

• Major practical application
• In video, known as “rotoscoping”

• remove a figure from a background
• usually done with a green screen
• BUT: hair, etc create problems

• Key idea: 
• foreground/background models and 0/1 labels







Matting

• Pixels very often are a weighted mixture of colors
• ie p=
• we see p, must estimate f, b and alpha

• Why?
• hair, fluff, etc. on boundary

• How?
• assume

• alpha is smooth
• f, b are

• near constant
• from foreground (resp. background) model





Image segmentation with k-means

• Represent each pixel in the image with a vector
• intensity
• color
• color and location
• color, location, other stuff (texture)

• Choose distance weights
• ie is color more important than location?

• Apply k-means
• Pixels belong to the segment corresponding to centers
• Different representations yield different segmentations

This is the key step



Intensity Color



Color, k=11



Color and position, k=11



Interactive segmentation with k-means

• Simple algorithm 
• current alg.s somewhat better than this

• Take all known foreground pixels, do k-means
• Take all known background pixels, do k-means
• For all pixels

• find closest foreground/background center
• if closest center is foreground, pixel is foreground
• if closest center is background, pixel is background
•



Matting with k-means

• Concept algorithm
• all matters are shaky right now
• there are more complicated matters that do better than this

• Find closest foreground, background to pixel
• but these three are NOT on a straight line
• fit a line

• this gives F (point on line closest to foreground)
• B (point on line closest to background)
• alpha (mixture weight)



Graph based segmentation

• Build a graph out of image
• Typically

• each pixel is a vertex
• edge between neighboring pixels
• edges are weighted by similarity of pixels

• distance between representation vectors (intensity, color, etc.)

• Cut this graph into pieces in various ways









Graph based agglomerative clustering







Mean shift

• Idea:
• clusters are places where data points tend to be close together
• assume data are IID samples from probability distribution

• (independent, identically distributed)
• find local maxima in this probability distribution

• Problem:
• don’t know the distribution, must build a model



Building a model of the PDF

• Place a small smooth bump on top of each data point
• how big?  adjust to get best model

• Add bumps, normalize
• When data are clustered, function is big



Small, smooth bumps=kernels

• write x for data, h for a scale parameter, d is dimension
• we’ll use a Gaussian bump (there are others)

• Model of data density becomes

(Assume we know h at the moment, we’ll get to it)



Small smooth bumps, again



Finding a maximum

• We want to find a maximum in f
• i.e. gradient = 0



Finding a maximum - II

Means that:



Finding a maximum - III



Segmenting images with mean shift

• I:  apply mean shift to pixel representations
• we expect many, quite tightly clustered, local minima
• balancing color distance and position distance differently changes results

• II: apply k-means to local minima
• too many to be segments
• but tend to be much better clustered than pixel representations
• pixel belongs to segment whose number is number of local center






