
Recognition: Past, present, future?

Benozzo Gozzoli, Journey 
of the Magi, c. 1459
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Recognition: What type of supervision?

Unsupervised: 
no labels

Supervised: 
clean, complete 
training labels 
for the task of 

interest

Semi-supervised: 
labels for a small portion 

of training data

Weakly supervised: 
noisy labels, labels not 
exactly for the task of 

interest

Self-supervised: 
same as unsupervised?



Unsupervised learning
• Clustering

• Discover groups of “similar” data points

Y. Gong, Q. Ke, M. Isard, and S. Lazebnik. A Multi-View 
Embedding Space for Modeling Internet Images, Tags, and Their 
Semantics. IJCV 2014

http://slazebni.cs.illinois.edu/publications/yunchao_cca13.pdf
http://slazebni.cs.illinois.edu/publications/yunchao_cca13.pdf
http://slazebni.cs.illinois.edu/publications/yunchao_cca13.pdf
http://slazebni.cs.illinois.edu/publications/yunchao_cca13.pdf
http://slazebni.cs.illinois.edu/publications/yunchao_cca13.pdf


• Dimensionality reduction, manifold learning
• Discover a lower-dimensional surface on which the data lives

Unsupervised learning

D. Kingma and M. Welling, Auto-Encoding Variational Bayes, ICLR 2014

https://arxiv.org/pdf/1312.6114.pdf
https://arxiv.org/pdf/1312.6114.pdf
https://arxiv.org/pdf/1312.6114.pdf


Unsupervised learning
• Learning the data distribution

• Density estimation: Find a function that approximates the probability 
density of the data (i.e., value of the function is high for “typical” 
points and low for “atypical” points)

• An extremely hard problem for high-dimensional data…



Unsupervised learning
• Learning the data distribution

• Learning to sample: Produce samples from a data distribution that 
mimics the training set

Generative adversarial networks (GANs)

https://arxiv.org/abs/1511.06434


Unsupervised learning
• Learning the data distribution

• Learning to sample: Produce samples from a data distribution that 
mimics the training set

Denoising diffusion probabilistic models (DDPMs)

https://hojonathanho.github.io/diffusion/


Self-supervised or predictive learning
• Use part of the data to predict other parts of the data

• Example: Image colorization

R. Zhang et al., Colorful Image Colorization, ECCV 2016

http://richzhang.github.io/colorization/


Self-supervised or predictive learning
• Use part of the data to predict other parts of the data

• Example: Future prediction

C. Finn and S. Levine. Deep Visual Foresight for Planning 
Robot Motion. ICRA 2017. YouTube video

J. Walker et al. An Uncertain Future: Forecasting from 
Static Images Using Variational Autoencoders. ECCV 2016

https://arxiv.org/pdf/1610.00696.pdf
https://arxiv.org/pdf/1610.00696.pdf
https://www.youtube.com/watch?v=6k7GHG4IUCY
http://arxiv.org/pdf/1606.07873.pdf
http://arxiv.org/pdf/1606.07873.pdf
http://arxiv.org/pdf/1606.07873.pdf
http://arxiv.org/pdf/1606.07873.pdf


Self-supervised or predictive learning

L. Pinto and A. Gupta. Supersizing self-supervision: Learning to grasp from 50K tries and 700 robot hours. ICRA 2016

YouTube video

• Use part of the data to predict other parts of the data
• Example: Grasp prediction

https://arxiv.org/pdf/1509.06825.pdf
https://arxiv.org/pdf/1509.06825.pdf
https://arxiv.org/pdf/1509.06825.pdf
https://www.youtube.com/watch?v=oSqHc0nLkm8


Beyond batch offline learning
• Reinforcement learning
• Active learning
• Lifelong learning



Reinforcement learning
• Learn from (possibly sparse) rewards in a sequential 

environment

Video

V. Mnih, K. Kavukcuoglu, D. Silver, A. Graves, I. Antonoglou, D. Wierstra, M. Riedmiller,
Human-level control through deep reinforcement learning, Nature 2015

Playing video games

https://youtu.be/cjpEIotvwFY
http://www.nature.com/nature/journal/v518/n7540/pdf/nature14236.pdf
http://www.nature.com/nature/journal/v518/n7540/pdf/nature14236.pdf
http://www.nature.com/nature/journal/v518/n7540/pdf/nature14236.pdf


Reinforcement learning
• Learn from (possibly sparse) rewards in a sequential 

environment

Video
S. Levine, C. Finn, T. Darrell and P. Abbeel, End-to-End Training of Deep Visuomotor Policies, JMLR 2016

Sensorimotor learning

https://sites.google.com/site/visuomotorpolicy/
http://arxiv.org/abs/1504.00702
http://arxiv.org/abs/1504.00702
http://arxiv.org/abs/1504.00702
http://arxiv.org/abs/1504.00702
http://arxiv.org/abs/1504.00702


Active learning
• The learning algorithm can choose its own training examples, 

or ask a “teacher” for an answer on selected inputs

S. Vijayanarasimhan and K. Grauman. Cost-Sensitive Active Visual Category Learning. IJCV 2010

http://vision.cs.utexas.edu/projects/others/ijcv-preprint.pdf
http://vision.cs.utexas.edu/projects/others/ijcv-preprint.pdf
http://vision.cs.utexas.edu/projects/others/ijcv-preprint.pdf


Lifelong or continual learning

J. Wang et al. Wanderlust: Online Continual Object Detection in the Real World. ICCV 2021

https://oakdata.github.io/
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Outgrowing ImageNet

ILSVRC

Figure source

Enter deep 
learning

http://www.image-net.org/challenges/LSVRC/
https://web.eecs.umich.edu/~justincj/slides/eecs498/WI2022/598_WI2022_lecture01.pdf


Outgrowing ImageNet

L. Beyer et al. Are we done with ImageNet? arXiv 2020

“Programmer”
K. Yang, K. Qinami, L. Fei-Fei, J. Deng, O. Russakovsky, Towards Fairer 

Datasets: Filtering and Balancing the Distribution of the People Subtree in the 
ImageNet Hierarchy, FAccT 2020

https://arxiv.org/pdf/2006.07159.pdf
http://image-net.org/filtering-and-balancing/
http://image-net.org/filtering-and-balancing/
http://image-net.org/filtering-and-balancing/


Transformers

Image sourceA. Vaswani et al., Attention is all you need, NeurIPS 2017

http://jalammar.github.io/illustrated-transformer/
https://papers.nips.cc/paper/7181-attention-is-all-you-need.pdf


Transformers

Image sourceA. Vaswani et al., Attention is all you need, NeurIPS 2017

http://jalammar.github.io/illustrated-transformer/
https://papers.nips.cc/paper/7181-attention-is-all-you-need.pdf


Transformers for everything: Detection transformer

N. Carion et al. End-to-end object detection with transformers. ECCV 2020

https://arxiv.org/pdf/2005.12872.pdf
https://arxiv.org/pdf/2005.12872.pdf
https://arxiv.org/pdf/2005.12872.pdf
https://arxiv.org/pdf/2005.12872.pdf
https://arxiv.org/pdf/2005.12872.pdf


• Split an image into patches, feed linearly projected patches into 
standard transformer encoder
• With patches of 14x14 pixels, you need 16x16=256 patches to represent 224x224 images
• Self-supervised task: masked prediction (similar to BERT)

Vision transformer (ViT) – Google

A. Dosovitskiy et al. An image is worth 16x16 words: Transformers for image recognition at scale. ICLR 2021

https://arxiv.org/pdf/2010.11929.pdf


Vision transformer (ViT)

BiT: Big Transfer (ResNet)
ViT: Vision Transformer (Base/Large/Huge, 
patch size of 14x14, 16x16, or 32x32)

Internal Google dataset (not public)

A. Dosovitskiy et al. An image is worth 16x16 words: Transformers for image recognition at scale. ICLR 2021

https://arxiv.org/pdf/1912.11370.pdf
https://ai.googleblog.com/2017/07/revisiting-unreasonable-effectiveness.html
https://arxiv.org/pdf/2010.11929.pdf


Masked autoencoders

K. He et al. Masked autoencoders are scalable vision learners. CVPR 2022

https://arxiv.org/pdf/2111.06377.pdf


Masked autoencoders

K. He et al. Masked autoencoders are scalable vision learners. CVPR 2022

https://arxiv.org/pdf/2111.06377.pdf


Masked autoencoders

K. He et al. Masked autoencoders are scalable vision learners. CVPR 2022

https://arxiv.org/pdf/2111.06377.pdf


Convolutional networks or transformers?

T. Xiao et al. Early convolutions help transformers see better. NeurIPS 2021

https://papers.nips.cc/paper/2021/file/ff1418e8cc993fe8abcfe3ce2003e5c5-Paper.pdf


Hierarchical transformer: Swin

Z. Liu et al. Swin Transformer: Hierarchical Vision Transformer using Shifted Windows. ICCV 2021

https://openaccess.thecvf.com/content/ICCV2021/papers/Liu_Swin_Transformer_Hierarchical_Vision_Transformer_Using_Shifted_Windows_ICCV_2021_paper.pdf


Hierarchical transformer: Swin

Z. Liu et al. Swin Transformer: Hierarchical Vision Transformer using Shifted Windows. ICCV 2021

https://openaccess.thecvf.com/content/ICCV2021/papers/Liu_Swin_Transformer_Hierarchical_Vision_Transformer_Using_Shifted_Windows_ICCV_2021_paper.pdf


Beyond transformers?

I. Tolstikhin et al. MLP-Mixer: An all-MLP Architecture for Vision. NeurIPS 2021

https://papers.nips.cc/paper/2021/file/cba0a4ee5ccd02fda0fe3f9a3e7b89fe-Paper.pdf
https://papers.nips.cc/paper/2021/file/cba0a4ee5ccd02fda0fe3f9a3e7b89fe-Paper.pdf
https://papers.nips.cc/paper/2021/file/cba0a4ee5ccd02fda0fe3f9a3e7b89fe-Paper.pdf
https://papers.nips.cc/paper/2021/file/cba0a4ee5ccd02fda0fe3f9a3e7b89fe-Paper.pdf
https://papers.nips.cc/paper/2021/file/cba0a4ee5ccd02fda0fe3f9a3e7b89fe-Paper.pdf


Beyond transformers?

W. Yu et al. MetaFormer is Actually What You Need for Vision. CVPR 2022

https://openaccess.thecvf.com/content/CVPR2022/papers/Yu_MetaFormer_Is_Actually_What_You_Need_for_Vision_CVPR_2022_paper.pdf
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Giant vision-language models: CLIP

A. Radford et al., Learning Transferable Visual Models From Natural Language Supervision, ICML 2021
https://openai.com/blog/clip/

Contrastive language-image 
pretraining: in a batch of N image-
text pairs, classify each text string 
to the correct image and vice versa

https://arxiv.org/pdf/2103.00020.pdf
https://openai.com/blog/clip/
https://openai.com/blog/clip/
https://openai.com/blog/clip/


Giant vision-language models: CLIP

A. Radford et al., Learning Transferable Visual Models From Natural Language Supervision, ICML 2021
https://openai.com/blog/clip/

https://arxiv.org/pdf/2103.00020.pdf
https://openai.com/blog/clip/
https://openai.com/blog/clip/
https://openai.com/blog/clip/


CLIP: Details
• Image encoders 

• ResNet-50 with self-attention layer on top of global average pooling
• Vision transformer (ViT)

• Language encoder: GPT-style transformer with 63M 
parameters

• Dataset: 400M image-text pairs from the Web



CLIP: Results



CLIP: Results



“Universal” recognition systems: DeepMind GATO

S. Reed et al. A generalist agent. TMLR 2022

https://openreview.net/pdf?id=1ikK0kHjvj


“Universal” recognition systems: DeepMind GATO

S. Reed et al. A generalist agent. TMLR 2022

https://openreview.net/pdf?id=1ikK0kHjvj


“Universal” recognition systems: UnifiedIO

J. Lu et al. A unified model for vision, language, and multi-modal tasks. arXiv 2022
https://unified-io.allenai.org/

https://arxiv.org/pdf/2206.08916.pdf
https://arxiv.org/pdf/2206.08916.pdf
https://arxiv.org/pdf/2206.08916.pdf
https://unified-io.allenai.org/
https://unified-io.allenai.org/
https://unified-io.allenai.org/
https://unified-io.allenai.org/


“Universal” recognition systems: UnifiedIO
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DALL-E: Text-to-image generation using transformers
• Train an encoder similar to VQ-VAE to compress images to 32x32 grids 

of discrete tokens (each assuming 8192 values)
• Concatenate with text strings, learn a joint sequential transformer model 

that can be used to generate image based on text prompt

A. Ramesh et al., Zero-Shot Text-to-Image Generation, ICML 2021
https://openai.com/blog/dall-e/

https://arxiv.org/pdf/2102.12092.pdf
https://arxiv.org/pdf/2102.12092.pdf
https://arxiv.org/pdf/2102.12092.pdf
https://arxiv.org/pdf/2102.12092.pdf
https://arxiv.org/pdf/2102.12092.pdf
https://arxiv.org/pdf/2102.12092.pdf
https://arxiv.org/pdf/2102.12092.pdf
https://openai.com/blog/dall-e/
https://openai.com/blog/dall-e/
https://openai.com/blog/dall-e/
https://openai.com/blog/dall-e/
https://openai.com/blog/dall-e/
https://openai.com/blog/dall-e/


DALL-E: Image encoding
• Train convolutional encoder and decoder to compress images to 32x32 

grids of discrete tokens (each assuming 8192 values)



DALL-E: Transformer architecture and training
• Concatenate up to 256 text tokens with 32x32=1024 image tokens, 

learn a transformer model with 64 layers and 12B parameters
• Dataset: 250M image-text pairs from the Internet (similar scale to 

JFT-300M, apparently different from data used to train CLIP)
• Transformer model details

• Decoder-only architecture
• 64 self-attention layers, 
• 62 attention heads, 

sparse attention patterns
• Mixed-precision training, 

distributed optimization



DALL-E: Generating images given text
• Re-rank samples using CLIP



DALL-E 2: Text-to-image generation using diffusion models

A. Ramesh et al. Hierarchical text-conditional image generation with CLIP latents. 2022

https://cdn.openai.com/papers/dall-e-2.pdf
https://cdn.openai.com/papers/dall-e-2.pdf
https://cdn.openai.com/papers/dall-e-2.pdf


DALL-E 2



DALL-E 2
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DALL-E 2



Diffusion models

J. Ho et al. Denoising diffusion probabilistic models. NeurIPS 2020 
Blog introduction: https://lilianweng.github.io/posts/2021-07-11-diffusion-models/

Unconditional CIFAR10 sample generation

https://proceedings.neurips.cc/paper/2020/file/4c5bcfec8584af0d967f1ab10179ca4b-Paper.pdf
https://lilianweng.github.io/posts/2021-07-11-diffusion-models/
https://lilianweng.github.io/posts/2021-07-11-diffusion-models/
https://lilianweng.github.io/posts/2021-07-11-diffusion-models/
https://lilianweng.github.io/posts/2021-07-11-diffusion-models/
https://lilianweng.github.io/posts/2021-07-11-diffusion-models/
https://lilianweng.github.io/posts/2021-07-11-diffusion-models/
https://lilianweng.github.io/posts/2021-07-11-diffusion-models/
https://lilianweng.github.io/posts/2021-07-11-diffusion-models/
https://lilianweng.github.io/posts/2021-07-11-diffusion-models/


DALL-E 2 limitations



DreamFusion: Diffusion models + NeRFs

B. Poole, A. Jain, J. Barron, B. Mildenhall. DreamFusion: Text-to-3D using 2D Diffusion. arXiv 2022

https://dreamfusion3d.github.io/
https://dreamfusion3d.github.io/
https://dreamfusion3d.github.io/
https://dreamfusion3d.github.io/
https://dreamfusion3d.github.io/
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From vision to action

A. Agarwal, A. Kumar, J. Malik, and D. Pathak. Legged Locomotion in Challenging Terrains 
using Egocentric Vision. CoRL 2022

https://vision-locomotion.github.io/
https://vision-locomotion.github.io/


From vision to action


