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Conclusions

• The words near pictures are informative
• learn to recognize objects
• understand the pictures better

• Expose crucial problems in recognition
• what is worth recognizing?
• how should we describe things?
• what should we say about a picture?

A crowd of young adults in a 
dark room .A girl in a brown shirt and a 
blue jean skirt is dancing with a 
young man dressed in a 
blue shirt wearing a 
black backpack .

A group of people standing in a 
dark building .A large group of people dancing 
in a barDancing at club and 
two guys bucking up 
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“Rose”

Example from Berkeley 
Blobworld system

Annotation results in complementary words and pictures 
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Consumer Products

Marc by Marc Jacobs
Adorable peep-toe pumps, great for any 
occasion. Available in an array of uppers. 

Metallic fabric trim and bow detail. Metallic 
leather lined footbed. Lined printed design.

Leather sole. 3 3/4” heel.

Zappos.com

soft and glassy patent calfskin trimmed with 
natural vachetta cowhide, open top satchel 
for daytime and weekends, interior double 
slide pockets and zip pocket, seersucker 

stripe cotton twill lining, kate spade leather 
license plate logo, imported

2.8” drop length
14”h x 14.2”w x 6.9”d

Katespade.com

It’s the perfect party dress. With distinctly 
feminine details such as a wide sash bow 

around an empire waist and a deep scoopneck, 
this linen dress will keep you comfortable and 

feeling elegant all evening long.
    * Measures 38” from center back, hits at the 

knee.
    * Scoopneck, full skirt.

    * Hidden side zip, fully lined.
    * 100% Linen. Dry clean.

bananarepublic.com

E-commerce transactions in 2004, 2005, 2006 of $145 billion, $168 
billion, and $198 billion (Forrester Research).



Attaching nouns to regions

tiger  cat  grass

?

Quite like object recognition



• In its simplest form, missing variable problem
• Pile in with EM

• given correspondences, conditional probability table is easy (count)
• given cpt, expected correspondences could be easy

• Caveats
• might take a lot of data; symmetries, biases in data create issues

Lexicon building

“the beautiful sun”

“le soleil beau” “sun   sea   sky”

Brown, Della Pietra, Della Pietra & Mercer 93; Melamed 01



city mountain sky sun jet plane sky

jet plane sky

cat forest grass tiger

cat grass tiger waterbeach people sun water

Duygulu et al, 02; Barnard et al 03



Duygulu et al, 02; Barnard et al 03

Y. Mori et al 99
Duygulu et al, 02



Duygulu et al, 02; Barnard et al 03



Y. Mori et al 99
Duygulu et al, 02
Jeon et al 03

Jeon et al 04
Lavrenko et al 03

Feng et al 04

Carneiro et al, 05

Celebi et al 05

Feng et al 04
Metzler et al 04

Yavlinsky et al, 05

Viitaniemi et al 07

Things have gotten a lot better...

cf Makadia et al 08,  P=0.27, R=0.32, nearest neighbours



News dataset

• Approx 5e5 news images, with 
captions
• Easily collected by script from Yahoo 

over the last 18 months or so

• Mainly people
• politicians, actors, sportsplayers
• long, long tails distribution

• Face pictures captured “in the 
wild”

• Correspondence problem
• some images have many (resp. few) 

faces, few (resp. many) names (cf. 
Srihari 95)

President George W. Bush makes a statement in the 
Rose Garden while Secretary of Defense Donald 
Rumsfeld looks on, July 23, 2003. Rumsfeld said the 
United States would release graphic photographs of the 
dead sons of Saddam Hussein to prove they were killed 
by American troops. Photo by Larry Downing/Reuters 

Berg et al 04, 05



US President George W. Bush (L) 
makes remarks while Secretary of 
State Colin Powell (R) listens before 
signing the US Leadership Against 
HIV /AIDS , Tuberculosis and Malaria 
Act of 2003 at the Department of State 
in Washington, DC. The five-year plan 
is designed to help prevent and treat 
AIDS, especially in more than a dozen 
African and Caribbean nations(AFP/
Luke Frazza)

German supermodel Claudia Schiffer 
gave birth to a baby boy by Caesarian 
section January 30, 2003, her 
spokeswoman said. The baby is the first 
child for both Schiffer, 32, and her 
husband, British film producer Matthew 
Vaughn, who was at her side for the birth. 
Schiffer is seen on the German television 
show 'Bet It...?!' ('Wetten Dass...?!') in 
Braunschweig, on January 26, 2002. 
(Alexandra Winkler/Reuters) 

British director Sam Mendes and 
his partner actress Kate Winslet 
arrive at the London premiere of 
'The Road to Perdition', 
September 18, 2002. The films 
stars Tom Hanks as a Chicago 
hit man who has a separate 
family life and co-stars Paul 
Newman and Jude Law. 
REUTERS/Dan Chung 

Berg et al 04, 05;  see also Everingham et al 06; Sivic et al 09, 09; Pham 08; 
Ozkan 06, 06a; Guillaimin 08; Mensink 08; etc



Predicting more structure

• Correlated words
• waves go with beaches not cats

• Adjectives
• green hat 

• Attributes
• has nose

• Relations
• cat on mat

• Sentences
• A dolphin holds a basketball as it swims on its back



Correlated Words

• Simple method:
• rack up some features, build a bunch of linear classifiers one per word
• works poorly

• few examples per word
• many features, only some are stable

Word data (observed) Image representation (observed)

D �MX

Learn this



Correlated words

• Idea
• some features are not helpful
• a low dimensional subspace is good at predicting most things (Ando

+Zhang, )
• We can find this space by penalizing rank in the matrix of linear classifiers

Word data (observed) Image representation (observed)

Learn this

D � GFX



Loeff Farhadi 08; see also Quattoni Darrell 07



It was there and we predicted it

It was there and we didn’t

It wasn’t and we did

Loeff Farhadi 08; see also Quattoni Darrell 07



Correlated word predictors are quite good

Loeff Farhadi 08

Y. Mori et al 99
Duygulu et al, 02
Jeon et al 03

Jeon et al 04
Lavrenko et al 03

Feng et al 04

Carneiro et al, 05

Celebi et al 05

Feng et al 04
Metzler et al 04

Yavlinsky et al, 05

Viitaniemi et al 07

cf Makadia et al 08,  P=0.27, R=0.32, nearest neighbours



Scenes as object bags

• We could build collections of labelled scene images
• useful, but..

• kitchen, bathroom, outdoor, and then?

• We could collect images of similar appearance
• but...

• might not really have similar objects in them

• Unsupervised bag discovery
• Pictures of the same scene tend to contain similar objects

• i.e. tend to attract the same image annotations



Loeff Farhadi 08

In this space, images are “close” if they “look similar” AND if they predict “similar” words



Scene  

CD #
(rough proxy)

Loeff Farhadi 08



• Correlated words
• waves go with beaches not cats

• Adjectives
• green hat 

• Attributes
• has nose

• Relations
• cat on mat

• Sentences
• A dolphin holds a basketball as it swims on its back

Predicting more structure



“Pink”  from Google

Yanai Barnard 05



“Pink” after 10 EM iterations

Yanai Barnard 05



Adjectives for localization

• In partially supervised training
• we know what is in the image, but not where
• very usual condition

• But if we have adjectives
• we can improve location estimates 

• for noun w/ adjective
• for adjective w/noun

• and so speed training and improve recognition



Adjectives

Wang et al 09
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• Correlated words
• waves go with beaches not cats

• Adjectives
• green hat 

• Attributes
• has nose

• Relations
• cat on mat

• Sentences
• A dolphin holds a basketball as it swims on its back

Predicting more structure



What is recognition?

• k-way classification
• but what about unfamiliar objects?
• how reliable are names?



Are these monkeys?



Recognition - desirable properties

• Accuracy
• be good at recognizing known objects

• Unfamiliarity
• Make useful statements about objects whose name isn’t yet known

• Manage deviant objects
• Say how a detected object is different from the usual

• Learn by X
• Single picture
• Reading 

• Description (0 pictures)



Most things are unfamiliar

Comparative object similarity for improved recognition with few or no examples

Gang Wang1 David Forsyth2 Derek Hoiem2

1 Dept. of Electrical and Computer Engineering 2 Dept. of Computer Science

University of Illinois Urbana-Champaign (UIUC) University of Illinois Urbana-Champaign (UIUC)

gwang6@uiuc.edu

Abstract

Learning models for recognizing objects with few or no

training examples is important, due to the intrinsic long-
tailed distribution of objects in the real world. In this paper,

we propose an approach to use comparative object similar-

ity. The key insight is that: given a set of object categories
which are similar and a set of categories which are dis-

similar, a good object model should respond more strongly

to examples from similar categories than to examples from
dissimilar categories. We develop a regularized kernel ma-

chine algorithm to use this category dependent similarity
regularization. Our experiments on hundreds of categories

show that our method can make significant improvement,

especially for categories with no examples.

1. Introduction

There are very many object names. Training a system
with many examples of each is likely to be difficult (most
categories have few examples as shown in Figure 1). Even
if we could train such a system, doing so would not yield
much insight into how people recognize objects. People
seem to manage with few or no visual examples, because
there is much other information available to help identify
objects. An important cue is being told what an object is
“like”. For example, few people know what a “serval” is,
but when told it is like a leopard, but with longer legs and
lighter body, most can identify one in a picture. “A serval
is like a leopard” is a statement defining a new category in
terms of existing categories.

Current methods to exploit similarity information in
computer vision cannot deal with such statements. The
usual method is metric learning. Here one measures sim-
ilarity with some distance in a feature space, and adjusts
feature weights to make objects more similar to those in
the same category and dissimilar to those in different cat-
egories [10, 26, 25]; analogous procedures can be applied
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Figure 1. Most categories in the dataset we use (which is a part of La-
belme) have few or no examples. The top image shows “object clouds”.
Objects with bigger names have more instances. Most objects have small
names because they have few examples. The bottom image shows number
of instances for the top 200 objects. The top 5 categories are: window,
tree, wall, building and car. The number of instances decays very quickly.

to measures of similarity that are not metric [4]. These
methods cannot use explicit inter-category information. In
the absence of category labels, data-dependent measures of
smoothness can be used to weight features [9]. In each case,
the result is a global similarity procedure — the metric is
adjusted to be consistent with all available similarity infor-
mation.

An alternative global similarity procedure uses multidi-

1

Wang ea 10; labelme data

For language people:  distributional semantics?



Attributes

• Properties shared by many object categories
• Material (like)

• glass, wood, furry, red, etc.

• Part (like)
• has wheel, has head, has tail, etc.

• Shape (like)
• is 2D Boxy, is cylindrical, etc

cf Ferrari Zisserman 07



General architecture

Farhadi et al 09; cf Lampert et al 09



Farhadi et al 09; cf Lampert et al 09

Attribute predictions for unknown objects



General architecture

Farhadi et al 09; cf Lampert et al 09



How is an object different from typical?

• Pragmatics suggests this is how adjectives are chosen
• If we are sure it’s a cat, and we know that

• an attribute is different from normal
• the detector is usually reliable

• we should report the missing/extra attribute



Missing attributes



Extra attributes



• Correlated words
• waves go with beaches not cats

• Adjectives
• green hat 

• Attributes
• has nose

• Relations
• cat on mat

• Sentences
• A dolphin holds a basketball as it swims on its back

Gupta and Davis 08,
 but there is still a lot here

Predicting more structure



Relations as an MRF

Sun IN Sky

Sky ABOVE Grass

Sun ABOVE Grass

Gupta and Davis 08



Gupta and Davis 08Duygulu et al 02



Relations distort participants



Relations distort participants



Relations distort participants



Scenes > Visual phrases > Objects

Online Submission ID: 0316

Figure 4: Key word based matte searching. The top two rows are the top 8 ranked mattes returned for search with key words ”running dog”;
the bottom two rows are the top 8 ranked mattes returned for search with the key word ”girl”. Note that the ranking is based on mattes’
quality instead of semantic closeness to the search words, e.g., the 7th result from search for ”girl”.

on Caltech256 and VOC2010 data sets.243

Figure 3 shows the precision-recall curve on each data set. Note244

that the performance of the classifier varies from different data set,245

mainly due to the varying level of matting difficulty in different246

data sets. For moderately well-behaved data set, e.g., flickr, we get247

39% recall at 81% precision. The positive labeling rate for flickr248

data set is about 24%. By setting the classifier’s threshold at 39%249

recall, we expect to get about 35 positive responses with 28 true250

positives. These number indicates that our automatic matting sys-251

tem are very promising in building large pool of fragments from252

web-scale image collections. For example, by applying the system253

to a 7663-image flickr data set, we obtain 2477 positive fragments.254

5 Applications255

Having a system that can fully automatically produce high accuracy256

makes photo editing practical. With a web-scale repository of ac-257

curately segmented image fragments image composition is as sim-258

ple as putting these pieces together. One issue is how to organize259

these fragments so that an artist can easily find what she needs. In260

this chapter we first explain a natural approach to a keyword search261

method and then show interesting results on image composition.262

5.1 Keyword Based Matte Searching263

We provide a large-scale matte dictionary using our fully automatic264

matting method on internet images. At this scale, we need to or-265

ganize the fragments in a way that makes the search easy. One266

natural approach is to tag fragments with keywords and then search267

our matte dictionary by the keywords. The images we use either268

come with a category label (PASCAL or Caltech256 images), or269

have multiple tags associated with them. We use these tags to index270

our fragments. For each tag, we sort the matching fragments based271

on our classification accuracy explained in section ??. For example272

Figure ?? shows examples of the top fragments corresponding to a273

the keyword “girl”. Since our images may have tagged with multi-274

ple tags we can query with complex keyword like “running dogs” or275

“happy kid”. The ability to search for fragments that correspond to276

complex queries significantly reduces the amount of time an artist277

spend to make a novel image. An artist can search as she thinks278

about the image in her mind. Our system allows users to search for279

scenes, objects, actions and adjective. For example, if an artist is280

thinking about putting a “black dog running” in a “park” she can281

search for the “park scene” first and select the fragments of interest282

among several proposals and then search for “black dog” or “dog283

running” or even “black dog running” and select among several pro-284

posals.285

To provide a sense of the coverage of our system we show the286

number of fragments we have in our dictionary for several cate-287

gories. (Figure 6). This is a subset of our vocabularies to show the288

coverage of our dictionary and a sample for the number of avail-289

able fragments in out system. Since our method is fully automatic290

it is straightforward to scale up our system to anyones desirable291

size. The Bottom histogram in Figure 6 shows the top 25 categories292

based on the average per class scores.

Figure 6: Category coverage histogram: the number of positive
mattes returned for the categories on our flickr data set. 604 cate-
gories (key words from user annotated descriptions) are generated
from the data set. Upper: the coverage histogram for all categories.
Bottom: the coverage histogram for the top 25 categories. X axis
are the categories, Y axis are the number of positive responses.

293

5.2 Image Composition294

Once a user selects the fragments from our proposals, putting frag-295

ments together is straight forward. Since our matting algorithm pro-296

duces high accuracy fragments, image composition involves using297

4

“Sledder” 
Is this one thing?  

Should we cut her off her sled?
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Recognition Using Visual Phrases

Mohammad Amin Sadeghi1,2, Ali Farhadi1
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Abstract

In this paper we introduce visual phrases, complex vi-
sual composites like “a person riding a horse”. Visual
phrases often display significantly reduced visual complex-
ity compared to their component objects, because the ap-
pearance of those objects can change profoundly when they
participate in relations. We introduce a dataset suitable for
phrasal recognition that uses familiar PASCAL object cat-
egories, and demonstrate significant experimental gains re-
sulting from exploiting visual phrases.

We show that a visual phrase detector significantly out-
performs a baseline which detects component objects and
reasons about relations, even though visual phrase training
sets tend to be smaller than those for objects. We argue that
any multi-class detection system must decode detector out-
puts to produce final results; this is usually done with non-
maximum suppression. We describe a novel decoding pro-
cedure that can account accurately for local context without
solving difficult inference problems. We show this decoding
procedure outperforms the state of the art. Finally, we show
that decoding a combination of phrasal and object detectors
produces real improvements in detector results.

1. Introduction
How should one detect complex visual composites, for

example “a person riding a horse”? Conventional wisdom
suggests detecting components like “person” and “horse”
independently, and then describing the relation. This ap-
proach is motivated by the very large number of composites
that can be built by very few basic atoms. Also, there will
be very few training examples for most composites due to
the increase in specifications.

The main weakness of this argument is that the appear-
ance of the objects may profoundly change when they par-
ticipate in relations. For example, people riding horses take
relatively few postures, as do horses with people on their
back. Relations may also create important occlusion reg-
ularities. For instance, one leg of the rider is often oc-
cluded by the horse. As a result, visual composites might

Figure 1. Detecting visual phrases is often significantly more accu-
rate than detecting participating objects. In image “a”, the bicycle
detector and the person detector do not have accurate responses
whereas our “person next to bicycle” detector correctly finds the
visual phrase. In image “b”, the bottle detector does not produce
any sensible detection while our “person drinking from bottle” de-
tector accurately finds instances of the visual phrase. The faces of
the children are blurred here due to privacy concerns. In image
“c”, the person detector could only find one instance of a person
while our “person riding bicycle” detector finds 5 instances cor-
rectly. In image “d”, neither the dog detector nor the sofa detector
are producing reliable responses but our “dog lying on sofa” de-
tector finds the visual phrase correctly. We believe that detecting
visual phrases are often much easier than the participating objects
as visual phrases exhibit less visual complexity. See Figure 4, and
Table 1 for quantitative evaluations.

be much easier to detect than their participant components.
One extreme example is a scene (e.g. kitchen). There are
quite good “kitchen” classifiers, but none proceeds by find-
ing “toaster”, “coffeepot”, and “kettle”, then fusing.

Surprisingly, in the literature, there is no composite inter-
mediate between objects and scenes. In this paper, we intro-
duce such intermediate composites, which we call “visual
phrases”. Visual phrases correspond to chunks of meaning
bigger than objects and smaller than scenes. We show that
the reduction in the visual complexity exhibited by visual
phrases is often so great that very accurate detectors can be
trained with little training data. For example, our “person

1745
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For language people:  what are units of knowledge?



Decoding

Figure 2. We use visual phrase and object models to make independent predictions. We then combine the predictions by a decoding
algorithm that takes all detection responses and decides on the final outcome. Note that a) Visual phrase recognition works better than
recognizing the participating objects. For example, the horse detector does not produce reliable predictions about horses in this picture
while the “person riding horse” detector finds one instance; b) Our decoding then successfully adds two examples of horses and removes
two wrong predictions of people by looking at other detections in the vicinity.

riding horse” detector works much better than “person” and
“horse” detectors while using less training data (see Fig-
ure 4 for experimental data). Figure 1 shows examples of
the cases where best object detectors miss objects while the
visual phrase detectors correctly localize visual phrases.

One reasonable concern is that the number of phrases
grows exponentially in the number of objects, and there
may not be enough training data for each visual phrase. Our
experience of visual phrases mirrors the experience of ma-
chine translation community with linguistic phrases. The
number of useful visual phrases (phrases) is significantly
smaller than the number of all possible combinations of ob-
jects (words). There are many visual phrases that could oc-
cur during tasks but we tend to encounter very few of those.
Further, many visual phrases show substantially reduced vi-
sual complexity compared to independent objects and so
one doesn’t need to have a large number of training exam-
ples to accurately learn visual phrases. For example, our
“person riding horse” detector, learned with default settings
on only 50 positive examples, significantly outperforms the
heavily fine tuned state of the art models for “horse” and
“person” learned on thousands of examples (see Figure 4
and Table 1 for more details).

We believe that the current choice of categories as ba-
sic atoms of recognition is arbitrary. We argue that these
basic atoms should be chosen by performance criteria. Op-
portunism is the key to this principle. Instead of learning
some basic level detectors and using them no matter how
good they are, we learn detectors at different levels and use
reliable ones and then decode to obtain a final interpretation
(Figure 2). Decoding uses all detection responses to de-
cide which detections are worth reporting as the final result.
Decoding is an inevitable part of multiple object detection.
The decoder may need to boost some detections and sup-
press others based on local context.

There is an analogy to machine translation problems
where the alignment has to be established between phrases

and areas of images. One might think of our system as hav-
ing a phrase table with entities like “person”, “horse”, and
“person riding horse”. The ultimate goal is to look at all
phrases and find the longest phrase that matches. This pro-
cedure is often called decoding in machine translation. Our
decoder has to take into account that some of the detectors
should overlap and when they overlap it has to decide which
of the overlapping detectors are worth reporting.

In this paper we show the benefits of opportunistically
selecting basic atoms of recognition and the significant gain
in directly detecting visual phrases. Our contributions are:
1) Introducing visual phrases as categories for recognition;
2) Introducing a novel dataset for phrasal recognition; 3)
Showing that considering visual phrases provides a signifi-
cant gain over state of the art object detectors coupled with
the state of the art methods of modeling interactions; 4) In-
troducing a decoding algorithm that takes into account spe-
cific properties of interacting objects in multiple levels of
abstraction; 5) Producing state of the art performance re-
sults in multi-class object recognition.

2. Related Works
Object Recognition: Due to limited space we only men-

tion the most relevant works in object recognition. De-
formable templates [3, 4] and part based models [1, 10, 5]
are of the most successful methods in object recognition.
In this paper we use the state of the art detectors in [9] us-
ing deformable part models. This work considers multiple
roots to model the appearance changes due to viewpoint or
inherent intra-class variations.

Object Interactions: All methods that model interac-
tions between objects neglect the change in the appearance
of objects due to interactions with other objects. We differ
from all by taking this effect into account. Gupta et. al.
[11] model these interactions by modeling the prepositions
and adjectives that relate nouns. Yao and Li [16] model the

1746
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Decoding helps

bicycle bottle car chair dog horse person sofa
detectors of [8] 0.434 0.429 0.329 0.213 0.316 0.438 0.295 0.204
[2] without phrases 0.431 0.425 0.191 0.225 0.297 0.475 0.204 0.167
[2] with phrases 0.449 0.435 0.228 0.217 0.316 0.462 0.286 0.204
Our decoding without phrases 0.437 0.434 0.330 0.216 0.329 0.440 0.297 0.218
Our decoding with phrases 0.457 0.435 0.344 0.227 0.335 0.485 0.302 0.260

Table 2. Phrasal recognition helps object detection. This table compares the performance of our decoding with that of [2] with and without
visual phrases using per class AP’s. Adding visual phrases helps detection of objects. This table also shows that our decoding outperforms
the state of the art object detectors of [8] and state of the art multiclass recognition method of [2].

Figure 6. Rows 1 and 2 depicts our results before and after decoding, respectively. The same applies to rows 3 and 4. For example, in image
“a”, our decoding boosts the confidence of the bicycle classifier and suppresses the confidences of wrong person detections using a reliable
“person riding bicycle” detection. In image “c”, a confident “dog lying on sofa” detector improves the confidence of the sofa detection and
decreases the confidences of wrong person detections. In image “d”, the “person sitting on chair” detector increases the confidence of the
chair detection. Our decoding shows that visual phrases help object detection and vice versa. In image “b”, the confident sofa detection
boosts the confidence of “dog lying on sofa” detection.

tells a story: Generating sentences from images. In ECCV, 2010.
1348

[8] P. F. Felzenszwalb, R. B. Girshick, and D. McAllester. Dis-
criminatively trained deformable part models, release 4.
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• Correlated words
• waves go with beaches not cats

• Attributes
• has nose

• Adjectives
• green hat

• Relations
• cat on mat

• Sentences
• A dolphin holds a basketball as it swims on its back

Predicting more structure



Two girls take a break to sit and talk .

Two women are sitting , and one of them is holding something .

Two women chatting while sitting outside

Two women sitting on a bench talking .

Two women wearing jeans , one with a blue scarf around 
her head , sit and talk .

Sentences from Julia Hockenmaier’s work



Examples
12 Authors Suppressed Due to Excessive Length

(pet, sleep, ground) see something unexpected.
(dog, sleep, ground) Cow in the grassfield.
(animal, sleep, ground) Beautiful scenery surrounds a flu⌅y sheep.
(animal, stand, ground) Dog hearding sheep in open terrain.
(goat, stand, ground) Cattle feeding at a trough.
(furniture, place, furniture) Refrigerator almost empty.
(furniture, place, room) Foods and utensils.
(furniture, place, home) Eatables in the refrigerator.
(bottle, place, table) The inside of a refrigerator apples, cottage cheese, tupperwares and lunch bags.

(display, place, table) Squash apenny white store with a hand statue, picnic tables in
front of the building.

(transportation, move, track) A man stands next to a train on a cloudy day
(bike, ride, track) A backpacker stands beside a green train
(transportation, move, road) This is a picture of a man standing next to a green train
(pet, sleep, ground) There are two men standing on a rocky beach, smiling at the camera.

(bike, ride, road) This is a person laying down in the grass next to their bike in
front of a strange white building.

(display, place, table) This is a lot of technology.
(furniture, place, furniture) Somebody’s screensaver of a pumpkin
(furniture, place, furniture) A black laptop is connected to a black Dell monitor
(bottle, place, table) This is a dual monitor setup
(furniture, place, home) Old school Computer monitor with way to many stickers on it

Fig. 3. Generating sentences for images: We show top five predicted triplets in the
middle column and top five predicted sentences in the right column.

4.4 Out of Vocabulary Extension

Figure 6 depicts examples of the cases where we could successfully recognize ob-
jects/actions for which we have no detector/classifier. This is very interesting as
the intermediate meaning space allows us to benefit from distributional seman-
tics. This means that we can learn to recognize unknown objects/actions/scenes
by looking at the patterns of responses from other similar known detector/classifiers.

5 Discussion and Future Work

Sentences are rich, compact and subtle representations of information. Even
so, we can predict good sentences for images that people like. The intermediate
meaning representation is one key component in our model as it allows benefiting
from distributional semantics. Our sentence model is oversimplified. We think
an iterative procedure for going deeper in sentences and images would be the
right direction. Once a sentence is generated for an image, it is much easier to
check for adjectives and adverbs.
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Conclusions

• The words near pictures are informative
• learn to recognize objects
• understand the pictures better

• Expose crucial problems in recognition
• what is worth recognizing?
• how should we describe things?
• what should we say about a picture?


