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Non-local means

• Smoothing
• Estimate the value of a pixel using pixels that are nearby

• eg gaussian filter, etc.
• problem: some pixels might be on the other side of an edge

• Non-local means
• Estimate the value of a pixel using pixels that are “similar”

• eg write pixel value v;  feature vector at pixel f; smoothed s
• average all pixels, weighting by similarity

• natural questions:
• what is f?
• what is w?

• more important:
• how to get the sum
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Natural choices

• In

• f is
• color, position, perhaps a texture feature

• w is

• Notice this should simplify computing the sum
• only “similar” pixels make reasonable contributions
• but we must find them

si =
X

j

w(fi, fj)vj

w(fi, fj) = exp�1

2

h
(fi � fj)

T M (fi � fj)
i



Splat, smooth, slice

from Adams, Baek, Davis



Need

• Some form of grid in high-D for f to splat onto
• smoothing on this grid should be easy
• it should be easy for pixels to find the closest point(s) on grid



In “high” dimension

• Permutohedral lattice







Important case

• Imagine

• then we could do each dimension separately, and multiply
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Q: why not…

• do non-local-means smoothing 
• directly on semantic segmenter feature maps

• A: never seen it, don’t know why

• possible A:  FCCRF (next) is better?

• possible A: doesn’t respect labels?



Fully connected CRF



Why bother?



FCCRF



Warm-up: CRFs + variational inference



Variational Inference for FCCRFs



This should look like non-local means to you



Alg.

This is a vector of values, one per label l’, hence the notation issue

This is a vector of values, one per label l’, hence the notation issue

non-local means



Improvements

• Map f to an independent basis
• do this by

• estimating covariance of f
• whitening

• Now each dimension is independent, and nlm is easier



Long range connections seem to help

Manipulate these



Long range connections seem to help





General summary

• Complicated but fast and efficient method
• imposes spatial priors
• results are pre deep learning

• no end-to-end training

• For a while, widely used on semantic segmenters
• train segmenter end-to-end
• then bolt this on to smooth labels

• now somewhat less common
• why?  not sure

• Weight training method exists
• essentially, search


