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The problem

• Tag each 
pixel with a 
class name 
for some set 
of classes

Mottaghi et al



OR

• Tag every pixel, 
• BUT different instances of the same class get different tags

pixel-level labelling

instance-level labelling



Issues

• Label distributions are skewed
• Pascal 2010

• from Mottaghi et al 14



Issues

• Some ambiguity in labelling

This is a pixel-level labelling



More issues

• Data
• Spatial models
• Appearance models
• Managing scale, context, etc.



Why bother?

Driving (maybe - why everything?)



Why bother?

Medical applications (compelling)



Important variants

• Partial semantic segmentation
• some pixels unlabelled

• Thing segmentation
• label “things”

• count nouns (car, person, dog…)

• Stuff segmentation
• label “stuff”

• mass nouns (grass, sky, water…)

• Panoptic segmentation
• each pixel gets a label
• each instance of a count noun gets a different label (person-a, etc)

• I *think* MS-COCO and Cityscapes use the term differently



Contrast with segmentation

Learning a semantic segmenter should be  *MUCH* easier
cause you KNOW what label each pixel should have

and labels transfer across images



Evaluation

Cityscapes



Evaluation, II

Cityscapes



Many variants

• Segment into polygons (rather than label pixels)
• might do some form of matching first

• Instance segmentation
• need to keep track of which instance



(Some) Datasets

• Cityscapes
• https://www.cityscapes-dataset.com/benchmarks/

• Pascal VOC 2010 context
• https://cs.stanford.edu/~roozbeh/pascal-context/

• Kitti
• http://www.cvlibs.net/datasets/kitti/eval_semantics.php
• also see other annotations at bottom of page

• Mapillary vistas
• https://research.mapillary.com/img/publications/ICCV17a.pdf

• MS COCO
• http://cocodataset.org/#panoptic-2018



Early ideas

• Label pixel using
• its appearance
• features for context, etc.

• proximal
• distant
• global

• etc



Procedure

• Fully convolutional network 
• with very large receptive fields
• some skip connections

• Train with cross-entropy loss

Long et al



Procedure, II



Procedure, III



Procedure, IV



Procedure, V



Spatial constraints on regions

• Q: do we need them?
• A: (jury is out)

• Yes:  
• thing regions need to form structures
• stuff regions need to be coherent

• No:
• pixel appearance is dispositive
• anyhow, the model learns a prior from all the data it sees

• Q: how do we build them?
• A:  Fully connected CRF’s
• A: GAN machinery



CRF obstacles

• Which pixels are connected to which?
• and with what energy?
• tricky to learn
• neighbors only is weak in practice

• How to do inference with multiple labels?
• Two very important tricks apply in the easy case

• other cases very hard
• alpha-expansion
• alpha-beta swap


