
Image classification



Big picture

• We know how to do this
• with convnets

• minor fights about architecture, but…

• You should think about these nets as
• complicated feature construction followed by simple classifier

• Dynamics of learning are not even slightly understood
• There are some nasty ifs, ands and buts































Batch normalization



You can normalize in other ways…

• Instance, group, etc.
• See blog post on web page



Inception

• Modules
• Normalization
• 1x1 Convolution

• You should think of this as a dimension reduction process



Inception



Residual networks



Residual networks



If’s ands and buts

• Adversarial examples
• AAAARGH!

• Weird correlation properties between networks
• mostly all make the same errors, often in disturbing detail

• What do you do if you want to:
• improve accuracy
• change representation
• talk sense about generalization
• classify with very little data


