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Goal: Road Layout Map 

• With minimal/no 
labelling

• In nasty geometries

Wang et al 19



Road layout maps

• A prediction of the layout of the main scene in front
• distinguish between 

• transients (cars, pedestrians, etc)
• and persistent (road, walkways, bicycle lanes, buildings)

• including
• intersections
• lane boundaries

• Potential cues
• streetview
• openmaps 
• layout is stylized
• persistent categories have coherent (but variable) appearance
• scene flow/photometric consistency



Road layout map

Geiger et al



Cues

• Incidental data
• streetview+openmaps 

• layout is stylized

• persistent categories have coherent appearance

• scene flow/photometric consistency



Partially supervised cues

• Open Street Maps (OSM)
•





Partially supervised cues

• Google street view
•



Labelling - I

• Match panoramas to roads
• panorama center location, orientation is known
• (essentially) project to plane 
• thresholded nearest neighbor to road center polyline

• thresholding removes panoramas inside buildings, etc.
• some noise 

• under bridges, etc.

• Annotations
• Intersections
• Drivable heading
• Heading angle
• Bike lane
• Speed limit, wrong way, etc.





















Cues

• Incidental data
• streetview+openmaps 

• layout is stylized

• persistent categories have coherent appearance

• scene flow/photometric consistency



Layout is stylized



In overhead view



Birds eye view

• We want
• overhead view of semantically labelled image
• completed

Schulter et al 18
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Strategy

• Label image
• Knock out incidentals

• cars, pedestrians, etc.

• Inpaint
• Project using depth

!?!?!?!





Birds eye view

Schulter et al 18



Inpainting

Notice:  we inpaint labels and depth, NOT the image

Notice:  depth is inferred from the image





Birds eye view from depth + labels



Refining birds eye predictions



Warping OSM to map layout









Good + bad

• Birds eye view is a good idea
• right place to compare labels with models

• Label inpainting is good idea
• but why in image?
• the warping, registration seem to help A LOT with this

• It’s clear that warping, registration, adversary are helpful

• Depth inference is a dubious idea
• Why not use ground plane estimate?
• and homography?



In overhead view





CRF

• Q: what does this apply to
• I *think* predicted labels on “ground plane”

• but what is discretization?







Good + bad

• It’s clear that label fields are highly structured
• but BEV construction is weird

• This structure is very important and valuable
• Q: can we exploit without OSM, Streetview, etc.?



Scene Flow and Ways to Infer It

• particularly photometric consistency
•  a version of this applies to scene inference



Scene Flow

• From pair of images/images+depths/stereo pairs infer
• for each image point (x, y, z) AND (v_x, v_y, v_z)

• Rigid scene
• easy for stereo pair/image+depth pair:  

• (v_x, v_y, v_z) follow from depth and camera ego-motion
• harder for image pair

• depth, scene flow ambiguity

• We assume there are moving objects



Scene Flow

• From pair of images/images+depths/stereo pairs/lidar infer
• for each (image) point (x, y, z) AND (v_x, v_y, v_z)

• Rigid scene
• easy for stereo pair/image+depth pair:  

• (v_x, v_y, v_z) follow from depth and camera ego-motion
• harder for image pair

• depth, scene flow ambiguity

• We assume there are moving objects



Ambiguity

• Notice there are no 
problems if you know 
depth

Menze 2015



Typical scene flows

Menze 2015



Estimation for stereo

• Break into 
superpixels

• Each gets depth, 
flow

• Use this to predict in 
other views

• This gives massive 
CRF
• pile in and solve

Depth cue

Depth+motion+ego-motion cue
Depth+motion+ego-motion cue

Menze 2015



Lagniappe:  Scene flow in LIDAR

• Learn without labelled data
• ICP isn’t quite enough

• objects might contract, for example
• use a cycle consistency loss

• f_ab = 3Da -> 3Db
• we must have f_ba(f_ab(x))=x
• trick: 

• as stated, this is unstable
• instead, f_ba(0.5 f_ab(x)+ 0.5 NN(f_ab(x))) close to x
• this also avoids problems with zero flow



Mittal 20



Mittal 20



Scene flow in single images

• Predict depth from single image
• using network which makes mixture of normals in depth at location
• trained using existing image-depth data

• Break image into superpixels
• each is a plane section that moves rigidly

• to infer:  plane params, motion params (9 total per superpixel)

•

Brickwedde 19



Scene flow in single images

• CRF
• unary losses:

• plane section motion should predict next frame pixel values well
• plane section should model predicted depth well

• binary losses:
• plane sections should have compatible depths on boundary
• normals of neighbors should be similar

Brickwedde 19

Photometric consistency



Brickwedde 19



Scene flow in single images

• Straightforward network prediction of scene flow
• depth ambiguity?

• semantics, etc. resolve
• *train* with stereo pairs

• cues
• single image depth cues (texture)
• photometric consistency

• optic flow

Hur 20



Single image depth estimator for disparity



Scene flow predictions warped back to optic flow;
this allows photometric consistency to be imposed

at run time



Training losses

• Disparity predictions should be good
• train with stereo pairs for this
• disparity should predict color in other frame (in training)
• disparity should be smooth

• Photometric consistency
• scene flow should predict pixel values in next frame

• Point consistency
• scene flow should predict depth in next frame

• Smoothness
• scene flow at a point should be similar to neighbors











Notice

• Straightforward consistency losses are very powerful
• Minimal use of labelled data 

• (augmentation by stereo pairs, but no labelling)

• Some form of photometric consistency loss for labels
• eg 

• predict layout map 1
• move forward
• predict layout map 2
• they should register
• things that have the same label (tar, paint, junction, etc.) 

• should look similar



Appearance Consistency and Clustering

• Map image into some feature space so that
• patches that “look similar” are “close”
• without markup

• Why?
• because doing so would help produce a layout map eg

• attach labels to clusters using current maps
• improve maps using labels



Deep Embedding Clustering

• Compute embedding that
• autoencodes
• clusters well

Xie et al 15



Clustering

• Cluster centers mu_j must 
be estimated
• form membership weights as in 

TSNE     (alpha=1)                ->

• We want these weights to 
match a target distribution
• p_ij=target for j’th cluster on i’th 

point
• KL divergence (as in TSNE)



Clustering-II

• But what are p?
• notice we have some form of 

reestimation going on here

• After that, just descend
• note autoencoder initialization 

would probably be done 
differently now



Clustering

Xie et al 15



Clustering



Xie et al 15



Attribute discovery

• We have:
• a set of images labelled with class, but not attribute
• a feature construction (now very old fashioned)

• We want:
• to associate each image with a bit vector

• attribute present/absent
• where

• bits are “easily predicted”
• bits are “informative”
• bit vectors within a category cluster









Why do we care?

• Each imputes labels by
• compelling the label space to have strong properties

• variant clustering

• DEC suggests that this is enough to learn features
• DBC has fixed feature stack (but this is discriminative)

• Idea:
• a feature stack that is discriminative

• and perhaps has autoencoding properties
• likely clusters appearance in a useful way

• so you can impose labels by just compelling them to have spatial 
structure



How do we deal with relief?

• Surely some form of height field
• estimated by consistency
• changing slowly

• Horizon estimation gets complicated in tilted planes
• you might get distracted by distant horizon 
• Local horizon estimator has problems



Nasty geometries

• Single image depth prediction likely doesn’t work here
• weird relief and dip in road

• Ground plane estimates likely don’t work here either



Estimating the camera

• Height 
• from car (calibrated and known)

• Roll and pitch
• from horizon

• roll is why horizon isn’t parallel to image plane
• pitch is why it isn’t centerline
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Sources of variation in the label map

• Foreshortening

• Wrong ground plane estimate



Sources of variation in the label map

• Torsion Horizon

Image

Ground plane



Horizon estimation

• Khan et al - vanishing points from road lines + fudge
• Workman et al - mark up dataset, classify



Horizons

• Horizon estimation gets 
complicated in tilted planes
• you might get distracted by distant 

horizon (picture)



Horizons

• Horizon estimation gets 
complicated in tilted planes
• local cues are a problem



What to do?

• (Likely)
• build sources of variance into simulated label fields
• work on best available ground plane

• (possibly) estimate several planes to rectify label fields
• train without labelled images, as above

• note this is a clusterer


