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Tracking - more formal view

• Very general model:  
• We assume there are moving objects, which have an underlying state X
• There are observations Y, some of which are functions of this state
• There is a clock

• at each tick, the state changes
• at each tick, we get a new observation

• Examples
• object is ball, state is 3D position+velocity, observations are stereo pairs
• object is person, state is body configuration, observations are frames, clock 

is in camera (30 fps)



Slides to accompany Forsyth and Ponce “Computer Vision - A Modern Approach” 2e by D.A. Forsyth

Tracking - Probabilistic formulation

• Given
• P(X_i-1|Y_0, ..., Y_i-1)

• “Prior”

• We should like to know 
• P(X_i|Y_0, ..., Y_i-1)

• “Predictive distribution”
• P(X_i|Y_0, ..., Y_i)

• “Posterior”
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Key assumptions:
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Tracking as Induction - base case

Then we have
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Given

Tracking as induction - induction step

Notice  this is i-1
current state based 

on previous
measurements
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Tracking as induction - induction step

Notice  this is i
Prediction based on

current measurement
as well.
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The Kalman Filter

• Assume that:
• All state follows a linear dynamical model
• Measurements are a linear function of state, plus noise

• Then (if first prior is Gaussian)
• All PDF’s are Gaussian

• and so easy to represent 
• just need to keep track of mean and covariance

• The Kalman Filter correctly updates mean and covariance
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Linear models
Read this as:  x_i  is normally distributed. 
The mean is a linear function of x_i-1 and

whose variance is known (and can 
depend on i). 

Read this as:  y_i  is normally distributed. 
The mean is a linear function of x_i and

whose variance is known (and can 
depend on i)
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In 1 D

• We have

� log (P (x|✓)) = 1

2�2
(x� ✓)2 +K(�)

� log (P (✓)) =
1

2s2
(✓ � µ)2 +K(s)

� log (P (✓|x)) = 1

(something)

�
✓2 � 2(something else)✓

�
+K 0
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In 1 D
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In 1D
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in 1D
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In 1D
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Recursion
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Examples

• Dynamical models
• Drifting points

• new state = old state + gaussian noise
• Points moving with constant velocity

• new position=old position + (dt) old velocity + gaussian noise
• new velocity= old velocity+gaussian noise

• Points moving with constant acceleration
• etc

• Measurement models
• state=position; measurement=position+gaussian noise
• state=position and velocity; measurement=position+gaussian noise

• but we could infer velocity
• state=position and velocity and acceleration; 

measurement=position+gaussian noise
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State Position
against time

Velocity

Position
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The Kalman Filter

• Dynamic Model

• Notation
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Notice how uncertainty 
in state grows with 

movement and 
is reduced with 
measurement.
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Data Association

• Nearest neighbours
• choose the measurement with highest probability given predicted state
• popular, but can lead to catastrophe

• Probabilistic Data Association
• combine measurements, weighting by probability given predicted state
• gate using predicted state
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Applying the Kalman filter

• Example:  the jerseys
• Write a dynamical model 

• eg constant velocity

• Initialize
• mark jersey in frame 1, or find interest points

• Track by iterating:
• Predict state in frame n from previous state, dynamical model
• Predict frame n location from frame n state
• Search for best patch around that location - this is the measurement
• Correct the state estimate using the measurement
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Tracking: Crucial points

• Careful image descriptions can make tracking easy
• you track things with either

• known appearance or
• fixed appearance

• Clean probabilistic model for tracking with
• Linear dynamics
• Linear measurements
• This is the Kalman Filter

• If dynamics or measurements are not linear 
• Representing probability distributions becomes very difficult


