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Bad likelihoods

• In some problems, the likelihood has multiple peaks
• different states produce about the same image
• traditionally, 3D tracking of human body joint positions

• Even with linear dynamics, posterior has multiple peaks
• Issue:

• the largest peak may not be the right state
• and it could collapse in the future

• you need to keep track of “many” peaks
• and the number could grow

• Strategy
• randomized search





Non-linear dynamics are a problem







Representing a probability distribution

• Parameters
• gaussian +linear case: Kalman filter is just an easy maintenance process

• there are a few others, but they’re not important in practice

• Samples
• Weak law of large numbers gives:

• If 

• Then

xi ⇠ P (x)

1

N

X
h(xi) ⇡

Z
h(x)P (x)dx



It is better to weight samples

• The estimate is a random variable
• mean is right
• variance doesn’t depend on dimension

• but can be very large, and depends on h

• Strategy:
• weight the samples
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Given

Tracking as induction - induction step

Notice  this is i-1
current state based 

on previous
measurements

Why do we want to marginalize?
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Measurement
(from forward looking sensor)



Bad case



Measurement
(from forward looking sensor)













Bad case, improved

Measurement
(from forward looking sensor)
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Measurement
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Measurement
(from forward looking sensor)



Features

• Can (in principle) produce any expectation of posterior
• Works for any observation model, any motion model
• Embarrassingly parallel
• Work (in principle) for any dimension
• Easy to make



Problems: Loss of diversity

• Loss of diversity
• repeated resampling can cause serious problems



Fixes

• Skip resampling
• if (say) variance/entropy of weights hasn’t changed much

• Use low variance resampling
• next slide

• Add particles
• easy; often helps; 
• push more particles than required through dynamics; weight+sample

• Inject uniform samples
• yuck - only in desperation



Low variance resampling



Problem: Accurate observations (!?!)

P(obs|state)

state



Problem: Accurate observations (!?!)

P(obs|state)

state



What is going on?

• We are searching a sharply peaked function
• using a proposal that is broad
• this can’t work well

• Fix
• use a different proposal process 

• particles don’t *HAVE* to come from dynamics
• eg generate samples from observation

• reweight with dynamics
• can be hard to do

• more particles
• iffy

• smooth observation model
• aaargh!



Other nuisances

• Performance measurement can be hard
• Can be quite demanding computationally

• if distributions are unimodal use Kalman filter (or EKF)

• Not deterministic


