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High level issues

• What kind of representation should we make?
• 3D, 2D, Biased, Unbiased, 

• With what perceptual inputs?
• Analyzed how?



Structure

• Recognition has much more to do than object tagging
• potential and scenes

• Indoor spaces, bias and variance
• there is a bias-variance tradeoff in modeling that is still poorly understood
• good models can be recovered automatically (or nearly)

• from single images
• from RGBD

• such models can be used to reason about potential



The idea of potential



A belief space about recognition

• Object categories are fixed and known
• Each instance belongs to one category of k

• Good training data for categories is available

• Object recognition=k-way classification

• Detection = lots of classification

Platonism?
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A belief space about recognition

• Object categories are fixed and known
• Each instance belongs to one category of k

• Good training data for categories is available

• Object recognition=k-way classification

• Detection = lots of classification

Platonism?

Obvious nonsense
Obvious nonsense

Obvious nonsense



Are these monkeys?



What have we inherited from this view?

• Deep pool of information about feature constructions
• Tremendous skill and experience in building classifiers
• Much practice at empiricism

• which is valuable, and hard to do right





Coping with the unfamiliar



Car







Current strategies for coping

• Attributes
• describe things by properties
• a small “vocabulary” describes many different objects

• Affordances
• geometric properties that expose “what an object is for”
• a small “vocabulary” describes many different objects

• Primitives
• a small “vocabulary” makes up many different objects
• typically, shapes, but that isn’t compulsory 

• eg  shared parts; texture encodings; deep learning



Attributes 

Farhadi et al 09; cf Lampert et al 09



Farhadi et al 09; cf Lampert et al 09

Attribute predictions for unknown objects



Primitives allow joining up evidence

Mohan and Nevatia, 1989

• Because only some patterns are possible
• eg

• everything’s a generalized cylinder
• => edges can only make objects in particular ways
• => parse into generalized cylinders



The problem

• What primitives/attributes/affordances describe the world?

• How do you learn which ones describe the world?

• How do you ensure that the vocabulary is small
• even if the set of objects is large?



What does vision do?

• Lists object names (?)
• Lists object descriptions (?)

• Evokes emotional states
• but what do we do about this?

• Exposes possible futures
• What could happen
• Where you could go
• Who could move close to you
• What could be useful for

We should think about potential,
rather than just or as well as,

 actual



Nobody was hurt in the coming movie





How many adults were on the platform and what were they doing?

How many benches were on the platform?

Were there flowers on the platform?

Was there a “no smoking” sign?



What’s going to happen to the baby?

What outcome do we expect?

How are other people feeling?

What will they do?





What’s going to happen to the baby?
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How many adults were on the platform and what were they doing?

How many benches were on the platform?

Were there flowers on the platform?

Was there a “no smoking” sign?





Text



What outcome do we expect?

How are other people feeling?

What will they do?



RapidABC data







Potential

• What could 
• I do; happen to me; occur in the world

• Free space has motion potential
• I could move there; things could move 

there to me; etc

• Free space has light potential
• light goes through it

• Objects have potential
• they can do things; or be done to; or be 

done with; etc.

• People have potential
• what next?

Image
Geometric repn

Sit with backrest



The idea of a scene

Oliva slides



Oliva slides







You tend to remember seeing more of a scene than was there









What are perceptual units?





















What is important for us here

• Early scene recognition methods 
• strongly emphasize “global shape”  (GIST features, Oliva+Torralba 01)
• effective, comparable to humans

• Recent methods
• large scale classification (datasets in slides below)
• no underlying feature theory

• Why do we care?
• Our scenes have very stylized geometry
• We should be able to benefit from this



Bias-Variance tradeoff

• Expected error in predictions consists of three terms
• easily proved (look it up; do it yourself)
• expectation taken over all possible choices of training data
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Bias-Variance tradeoff
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Bias-Variance tradeoff

• Generally, these error terms trade off against one another
• if one goes down, another goes up
• because if the representation/algorithm are unbiased 

• you usually have to estimate MORE STUFF (and so make more errors)

• Variance is scary
• bias, tends not to be

• Managing relationship is key in choosing representations
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Photo Pop-up

Hoiem et al 05

Variance - method can’t 
get these normals right

or even all these 
(though they’re biased)



New view requires polygons

Hoiem et al 05



More polygon representations

Barinova et al 08





Fitting boxes to pics

Hedau et al 09



Comparison



Clutter does not need to be labelled

• Latent variables encode clutter points

Wang et al 13Continuous y (?)



Prior knowledge helps, too

• Penalize:
• variance in face appearance
• too much clutter on face

Wang et al 13
Continuous y (?)



Latent clutter improves performance

Wang et al 13

Accuracy



More examples

Wang et al 13



Detecting beds - I

Hedau et al 2010



Detecting beds - II
True positives

False positives Hedau et al 2010



Detecting beds - III

• Beds constrain rooms
• are axis-aligned
• can’t pierce walls

• Variants
• Box only (OK)
• Box + 2D (better)
• Jointly estimate room box, bed box(es) (best)

Hedau et al 2010



Joint estimation helps

Initial
box

Initial
bed

Joint
bed

Hedau et al 2010



Box-in-box gives accuracy improvements

Schwing et al 13



Greedy application yields multiple boxes

Schwing et al 13


