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Intrinsic images

• (Originally) Maps of an image that explain pixel values
• Intrinsic properties:

• independent of viewing; “object” or “world” properties
• Extrinsic properties:

• depend on viewing circumstances

• (Later)  Albedo/Shading maps
• I=A x S
• Albedo (A) is a natural intrinsic
• Shading (S) is a natural extrinsic



No ground truth decompositions

• And there never will be
• rendering is do-able (but hard)
• modelling is hopeless

• Q:  how do you train an image decomposition method 
when you don’t know the right answer?

• Retinex provides clues - spatial statistics are the key



Albedo/shading and Retinex

• Spatial reasoning, Land (59, 59, 77); Land +McCann 71:
• Surface color changes either quickly or not at all
• Light color changes slowly
• Retinex

• large family of algorithms
• quite hard to know what Retinex does (Brainard+Wandell, 86)



Computer vision versions of Retinex

Horn, 73; 74
Brelstaff+Blake, 87;

multiple variants



Real data is hard to collect

• spraypaint, multiple images, etc…

Images from dataset of Gosse et al. 09



Retinex is really quite good
Ground truth

images from dataset of Gosse et al. 09
Implementation of Retinex 

due to Kevin Karsch



Human judgements are easier

Bell, Bala, Snavely, 2014



This gives an evaluation task

• WHDR=Weighted Human Disagreement Ratio
• compute lightness from intrinsic image representation at points
• predict

• A lighter than B
• B lighter than A
• Lightness match

• compute weighted estimate of accuracy
• weights low where human judgements are uncertain, high otherwise

• There are issues, but allows evaluation
• and competition



Modern strategies  - Optimization

• Apply the priors that
• albedo is piecewise constant
• there are “few” albedo values
• albedo and shading explain image

• Solve
• eg Bell 14, Nestmeyer 17, Bi 15



Modern strategies - Regression

• Regression of ground truth against image 
• use training set from WHDR data (Narihira et al 2015)

• and perhaps rendered data 
• surprisingly,  rendered data is very helpful 

• Li et al 18; Bi et al 18; Fan et al 18; etc

• Surprising because
• Albedo in renderings isn’t like albedo in the world
• Illumination in renderings *really* isn’t like illumination in the world



Recent history



WHDR is tricky - I
From Fan 18

Narihira et al 15



WHDR is tricky - II

• Predict by
• f(m1, m2) >t     ->  1 is lighter
• -t<f(m1, m2)<t   -> same
• f(m1, m2)<-t      -> 2 is lighter

• Issues:
• choice of f

• m1 - m2
• log(m1/m2)-1

• choice of m
• lightness potential
• predicted albedo

• choice of threshold
• interacts with scale



WHDR is tricky - III

Fan 18 - current SOTA WHDR of 14.45%



WHDR is tricky - IV

• Note: 
• odd colors
• “colored paper” effect
• “indecision”



Spatial models
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Various options



Choosing paradigms

• Albedo paradigm captures:
• albedos piecewise constant
• reasonable color distribution
• many edges; no orientation bias; some vertices with degree>3

• Shading paradigm captures:
• mostly smooth, but some sharp edges
• some dark/light spots
• uniform color

• Samples from a spatial model
• chosen by best guess; doesn’t seem to matter much



A regression network



Easy losses

• Paradigms should be correctly decomposed
• with small residual

• Composing decomposed images
• should have small residual

DAF 21



Training constraints

• Real images should
• have albedo that locally “looks like” paradigms
• have shading that locally “looks like” paradigms
• have small residual

Locally = PatchGAN like trick



Side topic - Adversarial losses

• Issue: 
• we are making pictures should have a strong structure

• albedo piecewise constant, etc.
• but we don’t know how to write a loss that imposes that structure

• Strategy:
• build a classifier that tries to tell the difference between

• true examples
• examples we made

• use that classifier as a loss



A GAN

Generative 
Adversarial

Network

Grosse slides



Grosse slides

Notice: we want the discriminator to make a 1 for  real data, 0 for fake data

Solution (if exists, which is uncertain; and if 
can be found, ditto) is known as a saddle point.

It has strong properties, but not much worth 
talking about, as we don’t know if it is there or

whether we have found it.



Thakar slides



Important, general issue

• If either generator or discriminator “wins” -> problem

• Discriminator “wins”
• it may not be able to tell the generator how to fix examples
• discriminators classify, rather than supply gradient

• Generator “wins”
• likely the discriminator is too stupid to be useful

• Very little theory to guide on this point



Grosse slides



Grosse slides



One must be careful about losses…

Grosse slides



One must be careful about losses…

Grosse slides



Alternative losses

• Hinge:
• Discriminator makes D(im)

• want
• real images -> -1
• fake -> 1

• Discriminator loss:

• where y_i=-1 for real, y_i=1 for fake
• Generator loss:

•

<latexit sha1_base64="aijCDd2tmtUrGnw+YLeziL0yCSg=">AAACIXicbVDLSgMxFM3UV62vqks3wSK0oGVGRLsUdaG7CrYKbRnupBkNTTJDkhHLML/ixl9x40KR7sSfMX0stPXAhcM59yb3niDmTBvX/XJyc/MLi0v55cLK6tr6RnFzq6mjRBHaIBGP1F0AmnImacMww+ldrCiIgNPboHc+9G8fqdIskjemH9OOgHvJQkbAWMkv1to6EX7aFkH0lIbQoxqD7GL7BM8yPJYFPGVldx97B32f4Yvylc8qFb9YcqvuCHiWeBNSQhPU/eKg3Y1IIqg0hIPWLc+NTScFZRjhNCu0E01jID24py1LJQiqO+nowgzvWaWLw0jZkgaP1N8TKQit+yKwnQLMg572huJ/XisxYa2TMhknhkoy/ihMODYRHsaFu0xRYnjfEiCK2V0xeQAFxNhQCzYEb/rkWdI8rHrHVe/6qHR6Nokjj3bQLiojD52gU3SJ6qiBCHpGr+gdfTgvzpvz6QzGrTlnMrON/sD5/gEKWKK2</latexit> X

fakes and real

max(0, 1� yiD(Ii))

<latexit sha1_base64="4UTaS6CZEmXQroUk8G6ZIkJ8fnI=">AAACA3icbVDLSsNAFJ3UV62vqDvdDBahbkoioi6LutBdBfuApoTJdNIOncmEmYlYQsCNv+LGhSJu/Ql3/o3TNgttPXDhcM693HtPEDOqtON8W4WFxaXlleJqaW19Y3PL3t5pKpFITBpYMCHbAVKE0Yg0NNWMtGNJEA8YaQXDy7HfuidSURHd6VFMuhz1IxpSjLSRfHvPUwn3U48H4iEN0ZCoLINXlRufHvl22ak6E8B54uakDHLUffvL6wmccBJpzJBSHdeJdTdFUlPMSFbyEkVihIeoTzqGRogT1U0nP2Tw0Cg9GAppKtJwov6eSBFXasQD08mRHqhZbyz+53USHZ53UxrFiSYRni4KEwa1gONAYI9KgjUbGYKwpOZWiAdIIqxNbCUTgjv78jxpHlfd06p7e1KuXeRxFME+OAAV4IIzUAPXoA4aAINH8AxewZv1ZL1Y79bHtLVg5TO74A+szx/Is5eX</latexit> X

fakes

D(Ii)



Adversarial loss

Adversarial loss

Grosse slidesImage

Estimated Albedo

Paradigm Albedo



Training constraints

• Real images should
• have albedo that locally “looks like” paradigms
• have shading that locally “looks like” paradigms
• have small residual

Local
Adversary

Locally = PatchGAN like trick



PatchGAN trick

• Gen. albedos look like examples only at short scales
• Discriminator should NOT see the whole example or it will win easily

• Trick

Convolutional
layer, leaky ReLU,
Stride=2

Convolutional
layer, leaky ReLU,
Stride=2

Convolutional
layer, leaky ReLU,
Stride=2

...

Compute loss
and average



Adversarial Smoothing

• Repeat:
• Adjust adversary to distinguish between 

paradigms and network outputs
• Adjust network outputs to fool adversary

• Origins in GAN’s (Goodfellow et al 
15), BUT
• adversary sees paradigms, network outputs 

only locally
• paradigms are short scale models

• adjust discriminator so that output is 
mean of per-tile losses



Adversarial Smoothing

• BUT:
• GAN “theory” doesn’t apply
• no reason to believe that distributions can match

• there may not be a saddle point
• so this isn’t really a loss, and doesn’t really converge!

• Stopping training at different points -> different albedos!



Inference

• Network is trained on 128 x 128 tiles of image
• We want equivariance properties from albedo, shading

• eg translate, rotate, scale image 
• albedo for translated (etc) image should be translated albedo
• shading for translated (etc) image should be translated shading

• This doesn’t come naturally



Equivariance must be imposed



Imposing equivariance

• Translation:
• cover image with many, shifted, overlapping tiles
• for each, recover albedo, shading

• albedo at pixel is weighted average of all overlapping tiles

• Scale:
• rescale image up, down

• for each, recover albedo/shading using translation averaging
• then rescale back

• average results

• Rotation
• average estimates from above over 8 flips



Averaging very strongly suppresses error



Results



DAF 21



Indecisiveness remains (aargh!)



Other Possible Intrinsics

• Surface relief and material properties
• and perhaps many of them

• Surface mechanical properties
• Surface glossiness
• Texture flow



Relief - intrinsic, because
small local shadows do not

move with illumination
(at least Koenderink+Van Doorn, 77) 



Relief - intrinsic, because
small local shadows do not

move with illumination
(at least Koenderink+Van Doorn, 77) 



Fur - intrinsic, because
small local shadows do not

move with illumination
(at least Koenderink+Van Doorn, 77) 



Relief - intrinsic (at least at this scale), 
because small local shadows do not

move with illumination
(at least Koenderink+Van Doorn, 77) 



??? - intrinsic, because
mostly not a property of viewing

circumstances (?)



Iridescence 
creating intrinsic gloss effects

 intrinsic because the color effects will be
there for almost all illumination



??? - intrinsic, the specularities
move but are always there



??? - intrinsic, the specularities
move but are always there



Other Possible Extrinsics

• Glossy reflected component
• Luminaires
• Lens flare
• Rain effects
• etc.



Gloss/specular - clearly extrinsic,
when the light moves, this moves



Lens flares -  clearly intrinsic,
product of viewing circumstances



Luminaires - 
extrinsic or intrinsic?

worth knowing about, anyhow



Rain - multiple extrinsic phenomena,
including smoothing, raindrops, loss of saturation,

glossy/wet surfaces, etc. etc.





No ground truth decompositions

• And there never will be
• rendering is do-able (but hard)
• modelling is hopeless

• Q:  how do you train an image decomposition method 
when you don’t know the right answer?

• Retinex provides clues - spatial statistics are the key


