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BIG GOOD QUESTIONS

• Recall mashup of openmaps and street view

• it could predict drivable directions, steering directions, lanes, signs, etc.


• Q:  WHY IS THIS NOT DRIVING AROUND NOW?

• A: (pretty obviously) because it doesn’t work


• Q: WHY NOT?

• A: interesting



First learned steering controller



Topics

• Vocabulary

• Simplest imitation learning and DAGGER


• to set up possible projects, and answer Q1, Q2


• Simple reinforcement learning ideas

• More imitation learning; inverse reinforcement learning


• and its variants and problems
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Model

• At time 0, environment samples initial state

• agent is in that state 


• Then for t=0 till done

• agent chooses action

• environment samples new state conditioned on action, old state

• environment samples reward conditioned on action, old state, new state

• agent gets that reward and moves into new state


• Policy

• what action to take in each state


• this could be stochastic


• Maximise total discounted reward
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And this is

true for


the other

three; 80%

of the time


you go 

where you


intended, 10%

at right angles


one way

10% the other



Snakes + Ladders

• Sometimes, chutes and ladders

• There is a board (typically, 10x10 grid) with numbered cells

• Two players (for us - more OK)


• both start at 1

• In turn, each


• throws a die

• moves forward the given number of cells

• if final cell is base of ladder, goes up that ladder

• if final cell is head of snake, goes down that snake


• winner is first to leave board


• This is an MDP

• but there’s no choice of action, so it’s really a Markov Chain
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S+L as MDP

• States:

• 10 x 10 x 2  = (position of p1, position of p2, who moves next)

• transitions


• for each state, six possible new states

• big table will do it

• P(new|old)=1/6


• Q:

• who wins? 

• how long does game go on? 

• what is the value of a particular position
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Math

Any version of snakes and ladders can be represented exactly as an 
absorbing Markov chain, since from any square the odds of moving to any 
other square are fixed and independent of any previous game history.[24] 
The Milton Bradley version of Chutes and Ladders has 100 squares, with 
19 chutes and ladders. A player will need an average of 39.2 spins to 
move from the starting point, which is off the board, to square 100. A two-
player game is expected to end in 47.76 moves with a 50.9% chance of 
winning for the first player.[25] These calculations are based on a variant 
where throwing a six does not lead to an additional roll; and where the 
player must roll the exact number to reach square 100 and if they 
overshoot it their counter does not move.
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Cumulative probability of finishing by (ie. at or before) N’th round of S+L



Questions

• Known environment, rewards

• Assume 


• we know T(s, a, s’), R(s, a, s’)

• What should our policy be?


• do math


• Unknown environment, rewards

• What should our policy be?


• act and adjust policy to improve rewards


• Unknown environment, rewards, but access to expert

• What should our policy be?


• (a1) do what the expert does

• (a2) figure out the experts reward function, and maximize that

Imitation learning

Inverse reinforcement learning

Reinforcement learning

Solving MDPs
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As you get further off the path, the probability 

of making an error grows, cause the classifier


thinks this state is rare
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