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D.A. Forsyth, UIUC



Bird’s Eye Views (BEVs)

• Issue:
• what coordinate frame should we use to make decision

• Idea:
• Ground plane is better than image
• Why: 

• relations between objects are preserved



Bird’s Eye Views (BEVs)

Wang et al 19
Chitta et al 22



Chitta et al 22



In BEV, layout is stylized

Schulter et al 18



Q: How do we get one from sensors?

Li et al 22



Issues



Technologies

• Camera Geometry
• Segmentation
• Depth from single image
• Normal from single image
• Inpainting
• Registration
• Adversarial Losses



Camera Geometry
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Semantic segmentation
D.A. Forsyth



The problem

• Tag each 
pixel with a 
class name 
for some set 
of classes

Mottaghi et al



Variants:  Semantic Instance Segmentation

• Tag every pixel, 
• BUT different instances of the same class get different tags

pixel-level labelling

instance-level labelling



Variants: 3D semantic segmentation

Hackel et al



Variants: Map to Scene model

Sengupta et al



Variants: Map to Scene model

Sengupta et al



Variants: Stixels

Pfeiffer + Franke



Why bother?

Driving (maybe - why everything?)



Why bother?

Medical applications (compelling)



Important variants

• Partial semantic segmentation
• some pixels unlabelled

• Thing segmentation
• label “things”

• count nouns (car, person, dog…)

• Stuff segmentation
• label “stuff”

• mass nouns (grass, sky, water…)

• Panoptic segmentation
• each pixel gets a label
• each instance of a count noun gets a different label (person-a, etc)

• I *think* MS-COCO and Cityscapes use the term differently



Issues

• Label distributions are skewed
• Pascal 2010

• from Mottaghi et al 14



Issues

• Some ambiguity in labelling

This is a pixel-level labelling



Spatial structure is an issue

Mansinghka et al  13
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Small things are important

Pinggera et al 16



More issues

• Data
• Spatial models
• Appearance models
• Managing scale, context, etc.



Contrast with segmentation

Learning a semantic segmenter should be  *MUCH* easier
cause you KNOW what label each pixel should have

and labels transfer across images



Evaluation

Cityscapes



Evaluation, II

Cityscapes



(Some) Datasets

• Cityscapes
• https://www.cityscapes-dataset.com/benchmarks/

• Pascal VOC 2010 context
• https://cs.stanford.edu/~roozbeh/pascal-context/

• Kitti
• http://www.cvlibs.net/datasets/kitti/eval_semantics.php
• also see other annotations at bottom of page

• Mapillary vistas
• https://research.mapillary.com/img/publications/ICCV17a.pdf

• MS COCO
• http://cocodataset.org/#panoptic-2018



Procedure

• Produce a feature vector at each pixel
• Classify into k classes using that

• Optional
• (apparently of declining importance)
• Use conditional random field, etc. to clean up predictions



Early ideas

• Label pixel using
• its appearance
• features for context, etc.

• proximal
• distant
• global

• etc



Procedure

• Fully convolutional network 
• with very large receptive fields
• some skip connections

• Train with cross-entropy loss

Long et al



Procedure, II

Long et al



Procedure, III

Long et al



Procedure, IV

Long et al



Procedure, V

Long et al



SOTA early 22

https://paperswithcode.com/sota/semantic-segmentation-on-cityscapes



SOTA - early 23

https://paperswithcode.com/sota/semantic-segmentation-on-cityscapes



More SOTA

• Kitti
• http://www.semantic-kitti.org/tasks.html

• Robust Vision
• http://www.robustvision.net/leaderboard.php?benchmark=semantic



Depth from one image
D.A. Forsyth



Regression

• We must make image-like things from images
• Running example:

• depth map from image

• A depth map has the depth to closest surface at every pixel
• it is the same size as the image



Monocular depth estimation

• Simplest:
• compute feature vector at each pixel
• predict depth from that feature vector

• linear regression/more complex regression/classification

• Alternative:
• impose structural model (“it’s a box”)
• get estimates of parameters

• Current
• Encode image
• Decode to depth map



History

Saxena et al 05Regression against simple features



History

Hoiem et al,  05(Essentially) Classification



History

Hedau et al,  09(Essentially) Parameter estimation



Convolutional encoders

• Apply “pattern detector” to image
• another to the result
• another to the result
• etc
• occasionally reducing the spatial size of the block of data representing 

patterns to control redundancy

• The resulting block of data is spatially small



Convolution



Convolution

• Think of this as a form of dot-product
• between kernel and window

• Like dot-products
• largest value when kernel matches window
• smallest when kernel matches window with contrast reversal

• -> SIMPLE PATTERN DETECTOR!





The ReLU
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f(x) =

⇢
x if x > 0
0 otherwise

Issue:  contrast reversal in pattern

If we apply a relu to a conv, then 
we have a *signed* pattern detector



Basic pattern detector
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Notice - not very many parameters
detects the same pattern at each location



Patterns of patterns of patterns….
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Encoders
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Convolutional encoders

• Apply “pattern detector” to image
• another to the result
• another to the result
• etc
• occasionally reducing the spatial size of the block of data representing 

patterns to control redundancy

• The resulting block of data is spatially small



We could now predict an image by..

• Take pattern detector results and decode into pattern
• “pattern producer”

• Apply pattern producer to feature block
• another to result
• another to result
• occasionally upsampling as required

• Pattern producer is itself a convolution
• a feature location detects a particular pattern
• scale that pattern by the strength of the response, and place down
• sum at overlap
• => convolution (sometimes called transpose convolution, inverse 

convolution)



Decoders
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Regression

DecoderEncoder DecoderEncoder

Sometimes known as a U-net

Skip connections



Regression

• Train with pairs (image, depth)
• Loss

• Squared error +abs value of error+other terms as required

• Very powerful general recipe
• depth from image
• normal from image
• superresolution
• etc.

• Variants
• more sophisticated encoder



Datasets
Lift from

https://paperswithcode.com/task/monocular-depth-estimation



Typical Dataset NYU-V2

https://cs.nyu.edu/~silberman/datasets/nyu_depth_v2.html



How to evaluate?

• RMSE in depth is often used
• root mean square error
• but presents problems: 

• typically dominated by errors in large depths
• which may not be all that important

• AbsRel:
• mean Abs([error/depth])

• likely better unless depth range is relatively small



SOTA (early 23)

https://paperswithcode.com/sota/monocular-depth-estimation-on-nyu-depth-v2



What to predict?

• Q:
• Should we predict absolute depth?

• on what scale?
• Or relative depth?
• Or what?

• Considerations:
• somewhat depends on application and dataset
• large depths don’t really occur in some cases
• in others, they can be relatively rare *and* dominate the error
• small errors in small depths mostly worse than small errors in large depths



Midas (one useful example, w/github)

https://github.com/isl-org/MiDaS



What to predict?

• Midas predicts

• a*(1/depth)+b

• where a, b are unknown constants dependent on scene
• So if you want true depth, you need to estimate these

• very seldom important
• Advantage of 1/d

• (note: min depth > 0)
• small errors in small depths are emphasized



Omnimap

• Huge collection of 3D scanned data+images

• https://omnidata.vision

• Maybe current SOTA on many depth/normal predictions



Notes

• Depth prediction is quite strongly affected by lighting
• Implies you should be able to predict normal

• True: usually better done using a normal predictor, below



Lighting problems

Depth (omnimap, current bestish depth est) Normal (omnimap, current bestish normal est)



Lighting problems

Depth (omnimap, current bestish depth est)



Normal from one image
D.A. Forsyth



Monocular Normal Estimation

• Deep history
• line labelling

From Kanade, 1980, after Huffman, 71; Clowes, 71; Waltz 72



Monocular normal estimation

• Simplest:
• compute feature vector at each pixel
• predict normal from that feature vector

• linear regression/more complex regression/classification

• Alternative:
• impose structural model

•  “there are only three normals”=Manhattan world
• decide

• what the directions are; which pixel has which dirn

• Current
• Encode image
• Decode to normal map



History

Saxena et al 05Local prediction using simple features; cleanup using line labels



History

Wang et al,  15Make local predictions of normal, edges; global
predictions of layout, normals; fuse



Datasets

Lift from
 https://paperswithcode.com/task/surface-normals-estimation



Evaluation

• Usual to report
• % predicted normals within some range of angle of ground truth
• for various ranges

• Don’t get mixed up by:
• numerical issues (arccos(x) is complex for x>1, x<-1!)
• degrees vs radians

• usually, angles in degrees

Useful info in:

https://web.eecs.umich.edu/~fouhey/2016/evalSN/evalSN.html



SOTA (early 23)

https://paperswithcode.com/sota/surface-normals-estimation-on-nyu-depth-v2-1



SOTA-ish estimator

https://github.com/baegwangbin/surface_normal_uncertainty



Omnimap

• Huge collection of 3D scanned data+images

• https://omnidata.vision

• Maybe current SOTA on many depth/normal predictions



Lighting problems

Normal (omnimap, current bestish normal est)



Inpainting 
(super quick!)

D.A. Forsyth, UIUC



General inpainting

• Find sensible replacements for missing pixels
• eg fill in text; fill in removed object; etc

• History:
• Local non-parametric models of pixels conditioned on neighbors

• with many variants
• Patch replacement

• some variants
• Denoising autoencoders

• huge number of variants



Local Non-parametric models

• Q: Conditioned on a window of known pixels 
• what value should this pixel take?

• A: Match surrounding windows to collect examples
• choose at random from collection



How to paint this pixel?

?

Efros & Leung ICCV99

Input texture

p



Concerns

• Distance metric

• Neighborhood size

• Order to paint



input

Efros & Leung ICCV99

Neighborhood size



Growing Regions 
Hole Filling

Efros & Leung ICCV99



Hole Filling

Efros & Leung ICCV99



Inpainting

Criminisi et.al.  CVPR03



Order of inpainting matters

Criminisi et al, 04



Long Scale Non-parametric models

• Q: Conditioned on most of the image
• what does the missing bit look like?

• A: Match image to others to collect examples
• choose “at random” from collection

• variants: how you choose; how you match



Hays+Efros, 07



Denoising autoencoders

• Use an encoder-decoder stack 
• predict denoised image from noisy image

• Training requires some care
• skip connections useful for improved resolution BUT

• make it easy for network to cheat

• Immense number of variants

DecoderEncoder

Skip connections



Issues

• Noise process
• depends on application

• Architecture
• the decoder could be more sophisticated 

• some form of vector quantization, eg VQVAE
• the encoder could be more sophisticated

• eg multiple scales;  transformer, etc.

• Loss
• (how do we compare output image to input image)
• L1/L2
• VGG

• compute a set of deep features and match those



For example…

Wang et al, 18



Wang et al, 18



Inpainting for BEV purposes

Want to inpaint depth and semantic labels
Should be easier than inpainting pixels

Schulter et al 2018



Registration
D.A. Forsyth



Mostly, we’ve done this

• Useful
• if we know where vehicle is (roughly)
• we know a lot about likely layout in front of vehicle (openmaps, etc.)



Adversarial Losses
D.A. Forsyth, UIUC



Layout is stylized



Q: How do we impose structure?

• We want to the network to produce layout maps that are 
“like real maps”
• How?



Side topic - Adversarial losses

• Issue: 
• we are making pictures that should have a strong structure

• albedo piecewise constant, etc.
• but we don’t know how to write a loss that imposes that structure

• Strategy:
• build a classifier that tries to tell the difference between

• true examples
• examples we made

• use that classifier as a loss



A GAN

Generative 
Adversarial

Network

Grosse slides



Grosse slides

Notice: we want the discriminator to make a 1 for  real data, 0 for fake data

Solution (if exists, which is uncertain; and if 
can be found, ditto) is known as a saddle point.

It has strong properties, but not much worth 
talking about, as we don’t know if it is there or

whether we have found it.



Thakar slides



Important, general issue

• If either generator or discriminator “wins” -> problem

• Discriminator “wins”
• it may not be able to tell the generator how to fix examples
• discriminators classify, rather than supply gradient

• Generator “wins”
• likely the discriminator is too stupid to be useful

• Very little theory to guide on this point



Grosse slides



Grosse slides



One must be careful about losses…

Grosse slides



One must be careful about losses…

Grosse slides



Alternative losses

• Hinge:
• Discriminator makes D(im)

• want
• real images -> -1
• fake -> 1

• Discriminator loss:

• where y_i=-1 for real, y_i=1 for fake
• Generator loss:

•
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fakes and real
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Adversarial loss

Adversarial loss

Grosse slidesImage

Estimated Albedo

Paradigm Albedo



Theory

Goodfellow et al 14



“Theory”

• What if they don’t have enough capacity?
• What if p_g doesn’t make “enough progress”?
• In what sense converges? 

• p_data is a set of samples
• we DON’T WANT usual convergences
• we WANT convergence to some smoothed p_data

• how smoothed? how controlled?

Goodfellow et al 14



Questions

• How do we hobble an adversary in a useful way?
• dunno

• When is an adversarial smoother helpful?
• dunno

•



Layout is stylized

Wang et al 18


