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BEVs from images (with all tech)

• Idea:

• Predict and complete labels; project; cleanup
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Issues

• Something of a jumble of parts

• each trained separately


• Results aren’t super

• why doesn’t registration help  more?


• Shouldn’t temporal consistency help?

• why only per frame?


• Depth prediction then “dropping” seems like a bad idea

• the ground depth map is pretty much a plane, so why not camera model?

• why not more sophisticated ground plane model?


• plane+relief?


• BIG Q:  could you use this to plan?



Building BEVs from LIDAR alone

• Build feature map by:

• cut space into voxels

• each voxel gets 1 (return) or 0 (no return)

• now interpret voxel grid as a feature map over the ground


• Classify/predict motion using these features
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Issues

• Neat to do BEV with LIDAR

• Not shocking that this feature construction beats det’n


• above the ground and moving - wheelchair eg


• Why not use camera info as well?

• we’ll see riffs on this


• BIG Q:  could you use this to plan? 

•



Lagniappe: Neat idea

• Neat idea I heard from Killian Weinberger

• repeated drives around an area reveal partial labels
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Monolayout

• Building a BEV as an amodal scene completion problem

• amodal 


• we impute location/labels of stuff we can’t see

• by exploiting properties of shape, priors


• eg, we know how big cars are, and can guess road is behind


• Idea

• Predict on ground plane directly


• rather than predict, then map
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Issues

• Shouldn’t temporal consistency help?

• why only per frame?


• Depth prediction then “dropping” seems like a bad idea

• the ground depth map is pretty much a plane, so why not camera model?

• why not more sophisticated ground plane model?


• plane+relief?


• BIG Q:  could you use this to plan?



Temporal consistency

Liu et al 20



Temporal consistency

Estimates camera motion

Temporal smoothingLiu et al 20





End to end

• Train three modules, 
using

• parametric annotations

• a renderer


• Then train the lot 
end-to-end

Liu et al 22



Data

Have

Want
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Structure

Liu et al 22

Semantic map in image

Semantic map 

overhead view

Semantic parameters 

overhead view



Training

• Train each separately, then end-to-end

Actual labels, from human labeller Ground rendering, predicted

from labels



Data
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Semantic map in image

by perspective projection

Semantic map 

overhead view

from renderer

Semantic parameters 

overhead view


from human annotation



Does it work?

Liu et al 22
23 is Liu, 20!
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Issues

• Shouldn’t temporal consistency help?

• why only per frame?


• Why not more sophisticated ground plane model?

• plane+relief?

• this is very likely do-able


• BIG Q:  could you use this to plan?



AutoLay - using Lidar as well
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Direct prediction of BEVs

• rather than predict bits and pieces, then project
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