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Bilevel programming

Why we care:

This sounds like 
structure learning

Interesting SVM 
formulation

Maybe could do
structure learning for

continuous probs.





Neat SVM formulation

• Recall that when we solve an SVM, we need to 
• choose regularization parameter
• perhaps, choose box for w

• Usual strategy
• evaluate estimated error for various lambda with cross-validation
• choose best

• i.e. solve optimization problem (in lambda)
• which depends on inner optimization problems (SVM’s in folds)



Neat SVM formulation

Classification model selection via bilevel programming
G. KUNAPULI*†, K. P. BENNETT†, JING HU† and JONG-
SHI PANG‡

w^t, b^t are the folds, one per fold
W is a matrix of these

wbar is a box constraint (helps in feature selection



Neat SVM formulation

• But how do we solve?
• write KKT for inner problems, introduce some slack variables, get

Important: this is a complementarity constraint
0 leq f       g geq 0

means

f geq 0
g geq 0

fg=0

Seriously icky optimization problem


