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Classifying Images

• Motivating problems
• detecting explicit images
• classifying materials
• classifying scenes

• Strategy
• build appropriate image features
• train classifier
• test, evaluate
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GIST Features

• Layout is important
• where stuff is 
• are there walls? 
• is there a floor?
• is it an open space?

• Texture measures should capture this
• Strategy
• obtain filter responses, obtain average magnitudes
• compute linear discriminants for reference dataset
• to find magnitudes that are most helpful

• There is now a standard set of GIST features
• no need to re-implement
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Multiclass classification

• Many strategies
• Easy with k-nearest neighbors
• 1-vs-all
• for each class, construct a two class classifier comparing it to all other 

classes
• take the class with best output
• if output is greater than some value

• Multiclass logistic regression
• log(P(i|features))-log(P(k|features))=(linear expression)
• many more parameters
• harder to train with maximum likelihood
• still convex
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Useful tricks

• Jittering data
• you can make many useful positives, negatives out of some

• Hard negative mining
• negatives are often common - find ones that you get wrong by a search
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Visual words

• Issue:
• category will not produce a single, simple pattern
• but it might have components that are distinctive, but move around

• Idea:
• look for distinctive local patches 
• found using methods from domain slides
• described with HOG/SIFT style features
• vector quantize, to form Visual Words
• build a histogram
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Important trick:   K-Means

• Choose a fixed number of clusters
• Choose cluster centers and point-cluster allocations to 

minimize error 

• can’t do this by search
• there are too many possible allocations.

•  Algorithm
• fix cluster centers; allocate points to closest cluster
• fix allocation; compute best cluster centers
• x could be any set of features for which we can compute a distance 

(careful about scaling)
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K-means
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Building visual words - I

• Learn a dictionary 
• cluster patch representations with k-means
• k will be big (1000’s-100,000’s)
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Building visual words - II

• Encode an image
• find all interest points
• for each patch around each interest point
• map patch to closest cluster center
• build histogram of interest points
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Visual words
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Visual words
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Visual words
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Features from visual words 

• Histogram
• good summary of what is in image; quick and efficient
• insensitive to spatial reorganization

• Spatial pyramid
• build histograms of local blocks at various scales
• less insensitive to spatial reorganization
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Spatial pyramids
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Evaluation

• Precision
• percentage of items in retrieved set that are relevant

• Recall
• percentage of relevant items that are retrieved

• Precision vs recall
• use classifier to label a collection of images
• now plot precision against recall for different classifier thresholds
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Evaluation

• AP
• average precision
• average of precision as a function of recall
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Precision vs recall
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Can be hard
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Detection with a classifier

• Search 
• all windows
• at relevant scales

• Prepare features
• Classify

• Issues
• how to get only one response
• speed
• accuracy
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Detection with a classifier
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Non-maximum suppression

• Compute “strength of response”
• SVM value
• LR value

• Threshold
• small values are not faces

• Find largest value (over location, scale)
• suppress nearby values
• repeat
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Core applications

• Face detection
• now very successful for frontal faces
• less so for 3/4, profile views

• Pedestrian detection
• eg make cars safer

• Generic object detection
• explain pictures
• image search
• robotics applications
• surveillance applications
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In-plane rotation
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Fast Features for Faces
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Pedestrians:  Scissors and Lollipops
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Convolution

• Each pixel in output image is
• weighted average of window of pixels in input image
• weights stay the same
• window centered on pixel

• Important operation
• Example: smoothing by averaging
• Example: smoothing by weighted average
• Example: taking a derivative
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• Averaging neighbors yields poor smoothing
• look at picture - ringing effects
• distant neighbors have the same effect as nearby neighbors

• Idea:
• distant neighbors have small weights, nearby have large
• weights from Gaussian

Convolution - Example II 
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Smoothing with a Gaussian

Figure 4.1

Input image Output image, average

Inset: smoothing weights

Output image, gaussian weights
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Recall: Edges

• Idea:
• points where image value change very sharply are important
• changes in surface reflectance
• shadow boundaries
• outlines

• Finding Edges:
• Estimate gradient magnitude using appropriate smoothing
• Mark points where gradient magnitude is
• Locally biggest and
• big
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Recall: Smoothed gradients

• Fact:  These two are the same
• Smooth, then differentiate 
• Filter with derivative of Gaussian

• Exploit:
• Filter image with derivative of Gaussian filters to get smoothed gradient
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Edge Maps Depend on Shading

• If the image is brighter (resp. darker)
• because the camera gain is higher (resp. lower)
• because there is more (resp. less) light
• because the pixel values got multiplied by a constant

• Then the gradient magnitude is bigger (resp. smaller)

• So scaling image brightness changes the edge map
• because some magnitudes will go above (resp. below) the test threshold

• Edge maps differ for brighter/darker copies of a picture 
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Orientations - I

• Gradient magnitude is affected by illumination changes
• but gradient direction isn’t
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Orientations - II

• Notice larger gradients are “better”
• we know the orientation better; associated image points “more interesting”
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Orientations at different scales

Rose plot
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Orientation Histograms Vary 
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Building Orientation Representations

• We would like to represent a pattern in an image patch
• to detect things in images
• to match points in one image to corresponding points in another image

• Necessary properties
• we have to know which patch to describe
• think of this as knowing the center and size of an image window

• Desirable features
• representation doesn’t change much if the center is slightly wrong
• representation doesn’t change much if the size is slightly wrong
• representation is distinctive
• representation doesn’t change much if the patch gets brighter/darker
• large gradients are more important than small gradients
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Histograms of Oriented Gradients

• Necessary properties
• we have to know which patch to describe
• think of this as knowing the center and size of an image window

• Desirable features
• representation doesn’t change much if the center is slightly wrong
• representation doesn’t change much if the size is slightly wrong
• representation is distinctive
• representation doesn’t change much if the patch gets brighter/darker
• large gradients are more important than small gradients

For the moment,
assume window

is known

Use histograms
Break 

window
into boxes, 

describe each
separately

Use orientations

Weight orientation histogram entries
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Histograms of Oriented Gradients

• Strategy:
• break patch up into blocks
• construct histogram representing gradient orientations in that block
• which won’t change much if the patch moves slightly
• entries weighted by magnitude

• Variants
• histogram of angles
• histogram of gradient vectors, length normalized by block averages
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HOG features
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HOG features
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HOG - Crucial Points

• Gradient orientations are not affected by intensity
• Orientations with larger magnitude are more important
• Describe an image window of known location, size
• Histograms reduce the effect of poor estimate of location, size
• Break window into subwindows
• for each, compute an orientation histogram, weighting orientations by 

magnitude
• Numerous variants available
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Visualizing Distinctive Features
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