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CHAPTER 1

Notation and conventions

A dataset as a collection of d-tuples (a d-tuple is an ordered list of d elements).
Tuples differ from vectors, because we can always add and subtract vectors, but
we cannot necessarily add or subtract tuples. There are always N items in any
dataset. There are always d elements in each tuple in a dataset. The number of
elements will be the same for every tuple in any given tuple. Sometimes we may
not know the value of some elements in some tuples.

We use the same notation for a tuple and for a vector. Most of our data will
be vectors. We write a vector in bold, so x could represent a vector or a tuple (the
context will make it obvious which is intended).

The entire data set is {x}. When we need to refer to the i’th data item, we
write X;. Assume we have N data items, and we wish to make a new dataset out of
them; we write the dataset made out of these items as {x;} (the 7 is to suggest you
are taking a set of items and making a dataset out of them). If we need to refer
to the j’th component of a vector x;, we will write :cgj) (notice this isn’t in bold,
because it is a component not a vector, and the j is in parentheses because it isn’t
a power). Vectors are always column vectors.

Terms:

e mean ({}) is the mean of the dataset {z} (definition 1, page 17).

e std (z) is the standard deviation of the dataset {z} (definition 2, page 18).

e var ({z}) is the standard deviation of the dataset {z} (definition 3, page 22).

e median ({x}) is the standard deviation of the dataset {z} (definition 4, page 23).
e percentile({z}, k) is the k% percentile of the dataset {x} (definition 5, page 25).

e igr{z} is the interquartile range of the dataset {z} (definition 7, page 25).

e {i&} is the dataset {z}, transformed to standard coordinates (definition 8,
page 30).

e Standard normal data is defined in definition 9, (page 30).
e Normal data is defined in definition 10, (page 31).

e corr ({(x,y)}) is the correlation between two components « and y of a dataset
(definition 1, page 65).

e () is the empty set.
e (2 is the set of all possible outcomes of an experiment.

e Sets are written as A.
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A° is the complement of the set A (i.e. Q — A).

£ is an event (page 364).
e P({&}) is the probability of event £ (page 364).
o P({E}|{F}) is the probability of event &, conditioned on event F (page 364).

e p(z) is the probability that random variable X will take the value z; also
written P({X = a}) (page 364).

e p(x,y) is the probability that random variable X will take the value = and
random variable Y will take the value y; also written P({X = 2} N{Y = y})

(page 364).
o arg;nax f(z) means the value of = that maximises f(z).
° arg;mn f(z) means the value of « that minimises f(z).

e max;(f(x;)) means the largest value that f takes on the different elements of
the dataset {x;}.

e 0 is an estimated value of a parameter 6.
Background information:

e (Cards: A standard deck of playing cards contains 52 cards. These cards are
divided into four suits. The suits are: spades and clubs (which are black);
and hearts and diamonds (which are red). Each suit contains 13 cards: Ace,
2,3,4,5,6,7,8,9, 10, Jack (sometimes called Knave), Queen and King. It
is common to call Jack, Queen and King court cards.

e Dice: If you look hard enough, you can obtain dice with many different
numbers of sides (though I've never seen a three sided die). We adopt the
convention that the sides of an N sided die are labeled with the numbers
1... N, and that no number is used twice. Most dice are like this.

e Fairness: Each face of a fair coin or die has the same probability of landing
upmost in a flip or roll.

SOME USEFUL MATHEMATICAL FACTS

The gamma function I'(z) is defined by a series of steps. First, we have that for n
an integer,
I(n)=(n—-1)!

and then for z a complex number with positive real part (which includes positive

real numbers), we have
0o -t
0(z) = / 5 dt.
0 t
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By doing this, we get a function on positive real numbers that is a smooth inter-
polate of the factorial function. We won’t do any real work with this function, so
won’t expand on this definition. In practice, we’ll either look up a value in tables
or require a software environment to produce it.

1.2 ACKNOWLEDGEMENTS

Typos spotted by: Han Chen (numerous!), Yusuf Sobh, Scott Walters, Eric Huber,
— Your Name Here —



CHAPTER 2

First Tools for Looking at Data

The single most important question for a working scientist — perhaps the
single most useful question anyone can ask — is: “what’s going on here?” Answering
this question requires creative use of different ways to make pictures of datasets,
to summarize them, and to expose whatever structure might be there. This is an
activity that is sometimes known as “Descriptive Statistics”. There isn’t any fixed
recipe for understanding a dataset, but there is a rich variety of tools we can use
to get insights.

2.1 DATASETS

A dataset is a collection of descriptions of different instances of the same phe-
nomenon. These descriptions could take a variety of forms, but it is important that
they are descriptions of the same thing. For example, my grandfather collected
the daily rainfall in his garden for many years; we could collect the height of each
person in a room; or the number of children in each family on a block; or whether
10 classmates would prefer to be “rich” or “famous”. There could be more than
one description recorded for each item. For example, when he recorded the con-
tents of the rain gauge each morning, my grandfather could have recorded (say)
the temperature and barometric pressure. As another example, one might record
the height, weight, blood pressure and body temperature of every patient visiting
a doctor’s office.

The descriptions in a dataset can take a variety of forms. A description could
be categorical, meaning that each data item can take a small set of prescribed
values. For example, we might record whether each of 100 passers-by preferred to
be “Rich” or “Famous”. As another example, we could record whether the passers-
by are “Male” or “Female”. Categorical data could be ordinal, meaning that we
can tell whether one data item is larger than another. For example, a dataset giving
the number of children in a family for some set of families is categorical, because it
uses only non-negative integers, but it is also ordinal, because we can tell whether
one family is larger than another.

Some ordinal categorical data appears not to be numerical, but can be as-
signed a number in a reasonably sensible fashion. For example, many readers will
recall being asked by a doctor to rate their pain on a scale of 1 to 10 — a question
that is usually relatively easy to answer, but is quite strange when you think about
it carefully. As another example, we could ask a set of users to rate the usability
of an interface in a range from “very bad” to “very good”, and then record that
using -2 for “very bad”, -1 for “bad”, 0 for “neutral”, 1 for “good”, and 2 for “very
good”.

Many interesting datasets involve continuous variables (like, for example,
height or weight or body temperature) when you could reasonably expect to en-
counter any value in a particular range. For example, we might have the heights of

10
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all people in a particular room; or the rainfall at a particular place for each day of
the year; or the number of children in each family on a list.

You should think of a dataset as a collection of d-tuples (a d-tuple is an
ordered list of d elements). Tuples differ from vectors, because we can always add
and subtract vectors, but we cannot necessarily add or subtract tuples. We will
always write N for the number of tuples in the dataset, and d for the number of
elements in each tuple. The number of elements will be the same for every tuple,
though sometimes we may not know the value of some elements in some tuples
(which means we must figure out how to predict their values, which we will do
much later).

Index | net worth Index | Taste score || Index | Taste score
1 100, 360 1 12.3 11 34.9
2 109, 770 2 20.9 12 57.2
3 96, 860 3 39 13 0.7
4 97, 860 4 47.9 14 25.9
5 108, 930 5 5.6 15 54.9
6 124, 330 6 25.9 16 40.9
7 101, 300 7 37.3 17 15.9
8 112, 710 8 21.9 18 6.4
9 106, 740 9 18.1 19 18
10 120, 170 10 21 20 38.9

TABLE 2.1: On the left, net worths of people you meet in a bar, in US $; I made
this data up, using some information from the US Census. The index column,
which tells you which data item is being referred to, is usually not displayed in
a table because you can usually assume that the first line is the first item, and
so on. On the right, the taste score (I'm not making this up; higher is better)
for 20 different cheeses. This data is real (i.e. not made up), and it comes from
http://14b. stat. cmu. edu/DASL/Datafiles/Cheese. html.

Each element of a tuple has its own type. Some elements might be categorical.
For example, one dataset we shall see several times records entries for Gender;
Grade; Age; Race; Urban/Rural; School; Goals; Grades; Sports; Looks; and Money
for 478 children, so d = 11 and N = 478. In this dataset, each entry is categorical
data. Clearly, these tuples are not vectors because one cannot add or subtract (say)
Genders.

Most of our data will be vectors. We use the same notation for a tuple and
for a vector. We write a vector in bold, so x could represent a vector or a tuple
(the context will make it obvious which is intended).

The entire data set is {x}. When we need to refer to the i’th data item, we
write x;. Assume we have N data items, and we wish to make a new dataset out
of them; we write the dataset made out of these items as {x;} (the i is to suggest
you are taking a set of items and making a dataset out of them).

In this chapter, we will work mainly with continuous data. We will see a
variety of methods for plotting and summarizing 1-tuples. We can build these
plots from a dataset of d-tuples by extracting the r’th element of each d-tuple.
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Mostly, we will deal with continuous data. All through the book, we will see many
datasets downloaded from various web sources, because people are so generous
about publishing interesting datasets on the web. In the next chapter, we will look
at 2-dimensional data, and we look at high dimensional data in chapter 11.

2.2 WHAT'S HAPPENING? - PLOTTING DATA

The very simplest way to present or visualize a dataset is to produce a table. Tables
can be helpful, but aren’t much use for large datasets, because it is difficult to get
any sense of what the data means from a table. As a continuous example, table 2.1
gives a table of the net worth of a set of people you might meet in a bar (I made
this data up). You can scan the table and have a rough sense of what is going on;
net worths are quite close to $ 100, 000, and there aren’t any very big or very small
numbers. This sort of information might be useful, for example, in choosing a bar.

People would like to measure, record, and reason about an extraordinary
variety of phenomena. Apparently, one can score the goodness of the flavor of
cheese with a number (bigger is better); table 2.1 gives a score for each of thirty
cheeses (I did not make up this data, but downloaded it from http://1ib.stat.
cmu.edu/DASL/Datafiles/Cheese.html). You should notice that a few cheeses
have very high scores, and most have moderate scores. It’s difficult to draw more
significant conclusions from the table, though.

Gender Goal Gender Goal
boy Sports girl Sports
boy Popular girl Grades
girl Popular boy Popular
girl Popular boy Popular
girl Popular boy Popular
girl Popular girl Grades
girl Popular girl Sports
girl Grades girl Popular
girl Sports girl Grades
girl Sports girl Sports

TABLE 2.2: Chase and Dunner (2) collected data on what students thought made
other students popular. As part of this effort, they collected information on (a) the
gender and (b) the goal of students. This table gives the gender (“boy” or “girl”)
and the goal (to make good grades — “Grades”; to be popular — “Popular”; or
to be good at sports — “Sports”). The table gives this information for the first
20 of 478 students; the rest can be found at http://1ib. stat. cmu. edu/DASL/
Datafiles/PopularKids. html. This data is clearly categorical, and not ordinal.

Table 2.2 shows a table for a set of categorical data. Psychologists collected
data from students in grades 4-6 in three school districts to understand what fac-
tors students thought made other students popular. This fascinating data set
can be found at http://1lib.stat.cmu.edu/DASL/Datafiles/PopularKids.html,
and was prepared by Chase and Dunner (?). Among other things, for each student
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they asked whether the student’s goal was to make good grades (“Grades”, for
short); to be popular (“Popular”); or to be good at sports (“Sports”). They have
this information for 478 students, so a table would be very hard to read. Table 2.2
shows the gender and the goal for the first 20 students in this group. It’s rather
harder to draw any serious conclusion from this data, because the full table would
be so big. We need a more effective tool than eyeballing the table.

Number of children of each gende Number of children choosing each g

30 25

25 | 200
20

| 150
15 ]
| 100

50

boy girl 0 Sports Grades Popular

FIGURE 2.1: On the left, a bar chart of the number of children of each gender in
the Chase and Dunner study (). Notice that there are about the same number of
boys and girls (the bars are about the same height). On the right, a bar chart of
the number of children selecting each of three goals. You can tell, at a glance, that
different goals are more or less popular by looking at the height of the bars.

2.2.1 Bar Charts

A bar chart is a set of bars, one per category, where the height of each bar is
proportional to the number of items in that category. A glance at a bar chart often
exposes important structure in data, for example, which categories are common, and
which are rare. Bar charts are particularly useful for categorical data. Figure 2.1
shows such bar charts for the genders and the goals in the student dataset of Chase
and Dunner (). You can see at a glance that there are about as many boys as girls,
and that there are more students who think grades are important than students
who think sports or popularity is important. You couldn’t draw either conclusion
from Table 2.2, because I showed only the first 20 items; but a 478 item table is
very difficult to read.

2.2.2 Histograms

Data is continuous when a data item could take any value in some range or set of
ranges. In turn, this means that we can reasonably expect a continuous dataset
contains few or no pairs of items that have ezxactly the same value. Drawing a bar
chart in the obvious way one bar per value produces a mess of unit height
bars, and seldom leads to a good plot. Instead, we would like to have fewer bars,
each representing more data items. We need a procedure to decide which data
items count in which bar.
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FIGURE 2.2: On the left, a histogram of net worths from the dataset described in the
text and shown in table 2.1. On the right, a histogram of cheese goodness scores
from the dataset described in the text and shown in table 2.1.

A simple generalization of a bar chart is a histogram. We divide the range
of the data into intervals, which do not need to be equal in length. We think of
each interval as having an associated pigeonhole, and choose one pigeonhole for
each data item. We then build a set of boxes, one per interval. Each box sits on its
interval on the horizontal axis, and its height is determined by the number of data
items in the corresponding pigeonhole. In the simplest histogram, the intervals that
form the bases of the boxes are equally sized. In this case, the height of the box is
given by the number of data items in the box.

Figure 2.2 shows a histogram of the data in table 2.1. There are five bars —
by my choice; I could have plotted ten bars — and the height of each bar gives the
number of data items that fall into its interval. For example, there is one net worth
in the range between $102, 500 and $107, 500. Notice that one bar is invisible,
because there is no data in that range. This picture suggests conclusions consistent
with the ones we had from eyeballing the table — the net worths tend to be quite
similar, and around $100, 000.

Figure 2.2 shows a histogram of the data in table 2.1. There are six bars
(0-10, 10-20, and so on), and the height of each bar gives the number of data items
that fall into its interval — so that, for example, there are 9 cheeses in this dataset
whose score is greater than or equal to 10 and less than 20. You can also use the
bars to estimate other properties. So, for example, there are 14 cheeses whose score
is less than 20, and 3 cheeses with a score of 50 or greater. This picture is much
more helpful than the table; you can see at a glance that quite a lot of cheeses have
relatively low scores, and few have high scores.

2.2.3 How to Make Histograms

Usually, one makes a histogram by finding the appropriate command or routine in
your programming environment. I use Matlab, and chapter 3 sketches some useful
Matlab commands. However, it is useful to understand the procedures used.
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Histogram of body temperatures in Fahren
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Gender 1 body temperatures in Fahren Gender 2 body temperatures in Fahren
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FIGURE 2.3: On top, a histogram of body temperatures, from the dataset published
at http: //www2. stetson. edu/ ~ jrasp/data. htm. These seem to be clustered
fairly tightly around one value. The bottom row shows histograms for each gender
(I don’t know which is which). It looks as though one gender runs slightly cooler
than the other.

Histograms with Even Intervals: The easiest histogram to build uses
equally sized intervals. Write x; for the i’th number in the dataset, x,;,, for the
smallest value, and zmax for the largest value. We divide the range between the
smallest and largest values into n intervals of even width (zmax — #pjy,)/n- In this
case, the height of each box is given by the number of items in that interval. We
could represent the histogram with an n-dimensional vector of counts. Each entry
represents the count of the number of data items that lie in that interval. Notice
we need to be careful to ensure that each point in the range of values is claimed by
exactly one interval. For example, we could have intervals of [0 — 1) and [1 — 2), or
we could have intervals of (0 — 1] and (1 — 2]. We could not have intervals of [0 — 1]
and [1 — 2], because then a data item with the value 1 would appear in two boxes.
Similarly, we could not have intervals of (0 — 1) and (1 — 2), because then a data
item with the value 1 would not appear in any box.

Histograms with Uneven Intervals: For a histogram with even intervals,
it is natural that the height of each box is the number of data items in that box.
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But a histogram with even intervals can have empty boxes (see figure 2.2). In
this case, it can be more informative to have some larger intervals to ensure that
each interval has some data items in it. But how high should we plot the box?
Imagine taking two consecutive intervals in a histogram with even intervals, and
fusing them. It is natural that the height of the fused box should be the average
height of the two boxes. This observation gives us a rule.

Write dx for the width of the intervals; ny for the height of the box over the
first interval (which is the number of elements in the first box); and ny for the
height of the box over the second interval. The height of the fused box will be
(n1 4 n2)/2. Now the area of the first box is nidx; of the second box is nadx; and
of the fused box is (ny + ng)dz. For each of these boxes, the area of the box is
proportional to the number of elements in the box. This gives the correct rule: plot
boxes such that the area of the box is proportional to the number of elements in
the box.

2.2.4  Conditional Histograms

Most people believe that normal body temperature is 98.4° in Fahrenheit. If you
take other people’s temperatures often (for example, you might have children),
you know that some individuals tend to run a little warmer or a little cooler than
this number. I found data giving the body temperature of a set of individuals at
http://www2.stetson.edu/~jrasp/data.htm. As you can see from the histogram
(figure 2.3), the body temperatures cluster around a small set of numbers. But what
causes the variation?

One possibility is gender. We can investigate this possibility by compar-
ing a histogram of temperatures for males with histogram of temperatures for fe-
males. Such histograms are sometimes called conditional histograms or class-
conditional histograms, because each histogram is conditioned on something (in
this case, the histogram uses only data that comes from gender).

The dataset gives genders (as 1 or 2 - I don’t know which is male and which
female). Figure 2.3 gives the class conditional histograms. It does seem like indi-
viduals of one gender run a little cooler than individuals of the other, although we
don’t yet have mechanisms to test this possibility in detail (chapter 1).

2.3 SUMMARIZING 1D DATA

For the rest of this chapter, we will assume that data items take values that are
continuous real numbers. Furthermore, we will assume that values can be added,
subtracted, and multiplied by constants in a meaningful way. Human heights are
one example of such data; you can add two heights, and interpret the result as a
height (perhaps one person is standing on the head of the other). You can subtract
one height from another, and the result is meaningful. You can multiply a height
by a constant — say, 1/2 — and interpret the result (A is half as high as B). Not
all data is like this. Categorical data is often not like this. For example, you could
not add “Grades” to “Popular” in any useful way.
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2.3.1 The Mean

One simple and effective summary of a set of data is its mean. This is sometimes
known as the average of the data.

Definition: 2.1 Mean

Assume we have a dataset {«} of N data items, 21, ..., zy. Their mean
is

| =N
mean ({z}) = N Z e

For example, assume you’re in a bar, in a group of ten people who like to talk
about money. They’re average people, and their net worth is given in table 2.1 (you
can choose who you want to be in this story). The mean of this data is $107, 903.

An important interpretation of the mean is that it is the best guess of the
value of a new data item, given no information at all. In the bar example, if a new
person walked into this bar, and you had to guess that person’s net worth, you
should choose $107, 903.

Properties of the Mean The mean has several important properties you
should remember:

e Scaling data scales the mean: or mean ({kz;}) = kmean ({x;}).
e Translating data translates the mean: or mean ({x; + c¢}) = mean ({z;}) + c.

e The sum of signed differences from the mean is zero. This means that

N

> (@i — mean ({z;})) = 0.

=1

e Choose the number u such that the sum of squared distances of data points
to p is minimized. That number is the mean. In notation

arg min
° Z( — u)? = mean ({z;})
These properties are easy to prove (and so easy to remember). All but one proof
is relegated to the exercises.
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Proposition: argumm > (i — w)? = mean ({z})

Proof: Choose the number p such that the sum of squared distances of data
points to p is minimized. That number is the mean. In notation:

arg min 9
(@ — ) = mean ({a})
i
We can show this by actually minimizing the expression. We must have that the
derivative of the expression we are minimizing is zero at the value of u we are

seeking. So we have

d N ) N
@;(1’1 —p)° = ;2(% — 1)
N
= 22(%‘ — 1)
= Oz_

so that 2Nmean ({z}) — 2Np = 0, which means that p = mean ({z}).

Property 2.1: The Average Squared Distance to the Mean is Minimized

2.3.2 Standard Deviation and Variance

We would also like to know the extent to which data items are close to the mean.
This information is given by the standard deviation, which is the root mean
square of the offsets of data from the mean.

Definition: 2.2 Standard deviation

Assume we have a dataset {z} of N data items, z1,...,2y. The stan-
dard deviation of this dataset is is:

Il
=

std (z;) = % . (x; — mean ({z}))? = \/mean ({(z; — mean ({z}))2}).

i—

=

You should think of the standard deviation as a scale. It measures the size of
the average deviation from the mean for a dataset. When the standard deviation
of a dataset is large, there are many items with values much larger than, or much
smaller than, the mean. When the standard deviation is small, most data items
have values close to the mean. This means it is helpful to talk about how many
standard devations away from the mean a particular data item is. Saying that data
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[43

item x; is “within k& standard deviations from the mean” means that

abs (z; — mean ({z})) < kstd (z;).

Similarly, saying that data item z; is “more than k standard deviations from the
mean” means that

abs (z; — mean ({z})) > kstd (z).

As I will show below, there must be some data at least one standard deviation
away from the mean, and there can be very few data items that are many standard
deviations away from the mean.

Properties of the Standard Deviation Standard deviation has very im-
portant properties:

e Translating data does not change the standard deviation, i.e. std (z; +¢) =
std (:vz)

e Scaling data scales the standard deviation, i.e. std (kx;) = kstd ().

e For any dataset, there can be only a few items that are many standard devi-
ations away from the mean. In particular, assume we have N data items, x;,
whose standard deviation is o. Then there are at most 1712 data points lying
k or more standard deviations away from the mean.

e For any dataset, there must be at least one data item that is at least one
standard deviation away from the mean.

The first two properties are easy to prove, and are relegated to the exercises.
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Proposition: Assume we have a dataset {x} of N data items, x1,...,TN.
Assume the standard deviation of this dataset is std (z) = o. Then there are at
most k—lz data points lying k or more standard deviations away from the mean.
Proof: Assume the mean is zero. There is no loss of generality here, because
translating data translates the mean, but doesn’t change the standard deviation.
The way to prove this is to construct a dataset with the largest possible fraction
r of data points lying k& or more standard deviations from the mean. To achieve
this, our data should have N (1 — r) data points each with the value 0, because
these contribute 0 to the standard deviation. It should have Nr data points with
the value ko; if they are further from zero than this, each will contribute more
to the standard deviation, so the fraction of such points will be fewer. Because

Std(l‘):a:@

we have that, for this rather specially constructed dataset,

B Nrk202
7=V N

so that

We constructed the dataset so that r» would be as large as possible, so

S 2
for any kind of data at all.

Property 2.2: For any dataset, it is hard for data items to get many standard
deviations away from the mean.

The bound of box 2.3.2 is true for any kind of data. This bound implies that,
for example, at most 100% of any dataset could be one standard deviation away
from the mean, 25% of any dataset is 2 standard deviations away from the mean
and at most 11% of any dataset could be 3 standard deviations away from the
mean. But the configuration of data that achieves this bound is very unusual. This
means the bound tends to wildly overstate how much data is far from the mean
for most practical datasets. Most data has more random structure, meaning that
we expect to see very much less data far from the mean than the bound predicts.
For example, much data can reasonably be modelled as coming from a normal
distribution (a topic we’ll go into later). For such data, we expect that about
68% of the data is within one standard deviation of the mean, 95% is within two
standard deviations of the mean, and 99.7% is within three standard deviations
of the mean, and the percentage of data that is within ten standard deviations of
the mean is essentially indistinguishable from 100%. This kind of behavior is quite
common; the crucial point about the standard deviation is that you won’t see much
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data that lies many standard deviations from the mean, because you can’t.

Proposition:
(std (z))? < mlax(:z:i —mean ({z}))2.

Proof: You can see this by looking at the expression for standard deviation.
We have

1 =N
std (x) = N (x; — mean ({z}))2.
i—1
Now, this means that
i=N
N(std (z))? = . (z; — mean ({z}))%
But
i=N
(z; — mean ({z}))? < leax(:z:i — mean ({z}))?

(std (2))? < mlax(xi — mean ({2}))%

Property 2.3: For any dataset, there must be at least one data item that is at
least one standard deviation away from the mean.

Boxes 2.3.2 and 2.3.2 mean that the standard deviation is quite informative.
Very little data is many standard deviations away from the mean; similarly, at least
some of the data should be one or more standard deviations away from the mean.
So the standard deviation tells us how data points are scattered about the mean.
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Potential point of confusion: There is an ambiguity that comes up
often here because two (very slightly) different numbers are called the stan-
dard deviation of a dataset.

What is going on here: One — the one we use in this chapter — is
an estimate of the scale of the data, as we describe it. The other differs
from our expression very slightly; one computes

\/Zi(xi — mean ({z}))
N -1

(notice the N — 1 for our N). If N is large, this number is basically
the same as the number we compute, but for smaller N there is a
difference that can be significant. Irritatingly, this number is also called
the standard deviation; even more irritatingly, we will have to deal with
it, but not yet. I mention it now because you may look up terms I
have used, find this definition, and wonder whether I know what I'm
talking about. The confusion arises because sometimes the datasets
we see are actually samples of larger datasets. For example, in some
circumstances you could think of the net worth dataset as a sample of
all the net worths in the USA. In such cases, we are often interested
in the standard deviation of the dataset that was sampled. The second
number is a slightly better way to estimate this standard deviation than
the definition we have been working with. Don’t worry - the IV in our
expressions is the right thing to use for what we’re doing.

2.3.3 Variance

It turns out that thinking in terms of the square of the standard deviation, which
is known as the variance, will allow us to generalize our summaries to apply to
higher dimensional data.

Definition: 2.3 Variance

Assume we have a dataset {x} of N data items, z1,...,2y. where
N > 1. Their variance is:

var ({z}) = % (i(mz — mean ({x}))2> = mean ({(z; — mean ({z}))*}).

i—1

One good way to think of the variance is as the mean-square error you would
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incur if you replaced each data item with the mean. Another is that it is the square
of the standard deviation.

Properties of the Variance The properties of the variance follow from
the fact that it is the square of the standard deviation. We have that:

e Translating data does not change the variance, i.e. var ({z + ¢}) = var ({z}).

e Scaling data scales the variance by a square of the scale, i.e. var ({kx}) =
k?var ({x}).

While one could restate the other two properties of the standard deviation in terms
of the variance, it isn’t really natural to do so. The standard deviation is in the
same units as the original data, and should be thought of as a scale. Because the
variance is the square of the standard deviation, it isn’t a natural scale (unless you
take its square root!).

2.3.4 The Median

One problem with the mean is that it can be affected strongly by extreme values.
Go back to the bar example, of section 2.3.1. Now Warren Buffett (or Bill Gates,
or your favorite billionaire) walks in. What happened to the average net worth?

Assume your billionaire has net worth $ 1, 000, 000, 000. Then the mean net
worth suddenly has become

10 x $107,903 + $1, 000, 000, 000
11

= $91,007, 184

But this mean isn’t a very helpful summary of the people in the bar. It is prob-
ably more useful to think of the net worth data as ten people together with one
billionaire. The billionaire is known as an outlier.

One way to get outliers is that a small number of data items are very dif-
ferent, due to minor effects you don’t want to model. Another is that the data
was misrecorded, or mistranscribed. Another possibility is that there is just too
much variation in the data to summarize it well. For example, a small number
of extremely wealthy people could change the average net worth of US residents
dramatically, as the example shows. An alternative to using a mean is to use a
median.

Definition: 2.4 Median

The median of a set of data points is obtained by sorting the data
points, and finding the point halfway along the list. If the list is of
even length, it’s usual to average the two numbers on either side of the
middle. We write

median ({z;})

for the operator that returns the median.
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For example,
median ({3,5,7}) = 5,

median ({3,4,5,6,7}) = 5,

and
median ({3,4,5,6}) = 4.5.

For much, but not all, data, you can expect that roughly half the data is smaller
than the median, and roughly half is larger than the median. Sometimes this
property fails. For example,

median ({1,2,2,2,2,2,2,2,3}) = 2.

With this definition, the median of our list of net worths is $107,835. If we insert
the billionaire, the median becomes $108, 930. Notice by how little the number has
changed — it remains an effective summary of the data.

Properties of the median You can think of the median of a dataset as
giving the “middle” or “center” value. This means it is rather like the mean, which
also gives a (slightly differently defined) “middle” or “center” value. The mean has
the important properties that if you translate the dataset, the mean translates, and
if you scale the dataset, the mean scales. The median has these properties, too:

e Translating data translates the median, i.e. median ({z + ¢}) = median ({z})+
c.

e Scaling data scales the median by the same scale, i.e. median ({kz}) =
kmedian ({z}).

Each is easily proved, and proofs are relegated to the exercises.

2.3.5 Interquartile Range

Outliers are a nuisance in all sorts of ways. Plotting the histogram of the net worth
data with the billionaire included will be tricky. Either you leave the billionaire out
of the plot, or all the histogram bars are tiny. Visualizing this plot shows outliers
can affect standard deviations severely, too. For our net worth data, the standard
deviation without the billionaire is $9265, but if we put the billionaire in there, it
is $3.014 x 10%. When the billionaire is in the dataset, the mean is about 91M$
and the standard deviation is about 300M$ — so all but one of the data items lie
about a third of a standard deviation away from the mean on the small side. The
other data item (the billionaire) is about three standard deviations away from the
mean on the large side. In this case, the standard deviation has done its work of
informing us that there are huge changes in the data, but isn’t really helpful as a
description of the data.

The problem is this: describing the net worth data with billionaire as a having
a mean of $9.101 x 107 with a standard deviation of $3.014 x 10® really isn’t terribly
helpful. Instead, the data really should be seen as a clump of values that are
near $100,000 and moderately close to one another, and one massive number (the
billionaire outlier).
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One thing we could do is simply remove the billionaire and compute mean
and standard deviation. This isn’t always easy to do, because it’s often less obvious
which points are outliers. An alternative is to follow the strategy we did when we
used the median. Find a summary that describes scale, but is less affected by
outliers than the standard deviation. This is the interquartile range; to define
it, we need to define percentiles and quartiles, which are useful anyway.

Definition: 2.5 Percentile

The k’th percentile is the value such that k% of the data is less than or
equal to that value. We write percentile({z}, k) for the k’th percentile
of dataset {z}.

Definition: 2.6 Quartiles

The first quartile of the data is the value such that 25% of the data is less
than or equal to that value (i.e. percentile({z},25)). The second quar-
tile of the data is the value such that 50% of the data is less than or equal
to that value, which is usually the median (i.e. percentile({z},50)). The
third quartile of the data is the value such that 75% of the data is less
than or equal to that value (i.e. percentile({z},75)).

Definition: 2.7 Interquartile Range

The interquartile range of a dataset {2} is iqr{z} = percentile({x}, 75)—
percentile({z}, 25).

Like the standard deviation, the interquartile range gives an estimate of how
widely the data is spread out. But it is quite well-behaved in the presence of
outliers. For our net worth data without the billionaire, the interquartile range is
$12350; with the billionaire, it is $17710.

Properties of the interquartile range You can think of the interquartile
range of a dataset as giving an estimate of the scale of the difference from the mean.
This means it is rather like the standard deviation, which also gives a (slightly
differently defined) scale. The standard deviation has the important properties
that if you translate the dataset, the standard deviation translates, and if you
scale the dataset, the standard deviation scales. The interquartile range has these
properties, too:

e Translating data does not change the interquartile range, i.e. iqr{z + ¢} =
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iqr{z}.

e Scaling data scales the interquartile range by the same scale, i.e. iqr{kz} =
k2igr{z}.

Each is easily proved, and proofs are relegated to the exercises.

2.3.6 Using Summaries Sensibly

One should be careful how one summarizes data. For example, the statement
that “the average US family has 2.6 children” invites mockery (the example is from
Andrew Vickers’ book What is a p-value anyway?), because you can’t have fractions
of a child — no family has 2.6 children. A more accurate way to say things might
be “the average of the number of children in a US family is 2.6”, but this is clumsy.
What is going wrong here is the 2.6 is a mean, but the number of children in a
family is a categorical variable. Reporting the mean of a categorical variable is
often a bad idea, because you may never encounter this value (the 2.6 children).
For a categorical variable, giving the median value and perhaps the interquartile
range often makes much more sense than reporting the mean.

For continuous variables, reporting the mean is reasonable because you could
expect to encounter a data item with this value, even if you haven’t seen one in
the particular data set you have. It is sensible to look at both mean and median;
if they’re significantly different, then there is probably something going on that is
worth understanding. You’d want to plot the data using the methods of the next
section before you decided what to report.

You should also be careful about how precisely numbers are reported (equiv-
alently, the number of significant figures). Numerical and statistical software will
produce very large numbers of digits freely, but not all are always useful. This is a
particular nuisance in the case of the mean, because you might add many numbers,
then divide by a large number; in this case, you will get many digits, but some
might not be meaningful. For example, Vickers (ibid) describes a paper reporting
the mean length of pregnancy as 32.833 weeks. That fifth digit suggests we know
the mean length of pregnancy to about 0.001 weeks, or roughly 10 minutes. Neither
medical interviewing nor people’s memory for past events is that detailed. Further-
more, when you interview them about embarrassing topics, people quite often lie.
There is no prospect of knowing this number with this precision.

People regularly report silly numbers of digits because it is easy to miss the
harm caused by doing so. But the harm is there: you are implying to other people,
and to yourself, that you know something more accurately than you do. At some
point, someone will suffer for it.

2.4 PLOTS AND SUMMARIES

Knowing the mean, standard deviation, median and interquartile range of a dataset
gives us some information about what its histogram might look like. In fact, the
summaries give us a language in which to describe a variety of characteristic proper-
ties of histograms that are worth knowing about (Section 2.4.1). Quite remarkably,
many different datasets have the same shape of histogram (Section 2.4.2). For such
data, we know roughly what percentage of data items are how far from the mean.
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FIGURE 2.4: Many histograms are unimodal, like the example on the top; there is
one peak, or mode. Some are bimodal (two peaks; bottom left) or even multimodal
(two or more peaks; bottom right). One common reason (but not the only reason)
s that there are actually two populations being conflated in the histograms. For
example, measuring adult heights might result in a bimodal histogram, if male and
female heights were slightly different. As another example, measuring the weight
of dogs might result in a multimodal histogram if you did not distinguish between
breeds (eg chihauhau, terrier, german shepherd, pyranean mountain dog, etc.).

Complex datasets can be difficult to interpret with histograms alone, because
it is hard to compare many histograms by eye. Section 2.4.3 describes a clever plot
of various summaries of datasets that makes it easier to compare many cases.

2.4.1 Some Properties of Histograms

The tails of a histogram are the relatively uncommon values that are significantly
larger (resp. smaller) than the value at the peak (which is sometimes called the
mode). A histogram is unimodal if there is only one peak; if there are more than
one, it is multimodal, with the special term bimodal sometimes being used for
the case where there are two peaks (Figure 2.4). The histograms we have seen
have been relatively symmetric, where the left and right tails are about as long as
one another. Another way to think about this is that values a lot larger than the
mean are about as common as values a lot smaller than the mean. Not all data is
symmetric. In some datasets, one or another tail is longer (figure 2.5). This effect
is called skew.

Skew appears often in real data. SOCR (the Statistics Online Computa-
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FIGURE 2.5: On the top, an example of a symmetric histogram, showing its tails
(relatively uncommon values that are significantly larger or smaller than the peak
or mode). Lower left, a sketch of a left-skewed histogram. Here there are few
large values, but some very small values that occur with significant frequency. We
say the left tail is “long”, and that the histogram is left skewed. You may find
this confusing, because the main bump is to the right — one way to remember this
is that the left tail has been stretched. Lower right, a sketch of a right-skewed
histogram. Here there are few small values, but some very large values that occur
with significant frequency. We say the right tail is “long”, and that the histogram
is right skewed.

tional Resource) publishes a number of datasets. Here we discuss a dataset of
citations to faculty publications. For each of five UCLA faculty members, SOCR
collected the number of times each of the papers they had authored had been
cited by other authors (data at http://wiki.stat.ucla.edu/socr/index.php/
SOCR_Data_Dinov_072108_H_Index_Pubs). Generally, a small number of papers
get many citations, and many papers get few citations. We see this pattern in the
histograms of citation numbers (figure 2.6). These are very different from (say) the
body temperature pictures. In the citation histograms, there are many data items
that have very few citations, and few that have many citations. This means that
the right tail of the histogram is longer, so the histogram is skewed to the right.
One way to check for skewness is to look at the histogram; another is to
compare mean and median (though this is not foolproof). For the first citation
histogram, the mean is 24.7 and the median is 7.5; for the second, the mean is 24.4,
and the median is 11. In each case, the mean is a lot bigger than the median. Recall
the definition of the median (form a ranked list of the data points, and find the
point halfway along the list). For much data, the result is larger than about half
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FIGURE 2.6: On the left, a histogram of citations for a faculty member, from
data at http://wikt. stat. ucla. edu/socr/index. php/SOCR_Data_Dinov_
072108_H_ Index_Pubs. Very few publications have many citations, and many
publications have few. This means the histogram is strongly right-skewed. On the
right, a histogram of birth weights for 44 babies borne in Brisbane in 1997. This
histogram looks slightly left-skewed.

of the data set and smaller than about half the dataset. So if the median is quite
small compared to the mean, then there are many small data items and a small
number of data items that are large — the right tail is longer, so the histogram is
skewed to the right.

Left-skewed data also occurs; figure 2.6 shows a histogram of the birth weights
of 44 babies born in Brisbane, in 1997 (from http://www.amstat .org/publications/
jse/jse_data_archive.htm). This data appears to be somewhat left-skewed, as
birth weights can be a lot smaller than the mean, but tend not to be much larger
than the mean.

Skewed data is often, but not always, the result of constraints. For example,
good obstetrical practice tries to ensure that very large birth weights are rare (birth
is typically induced before the baby gets too heavy), but it may be quite hard to
avoid some small birth weights. This could could skew birth weights to the left
(because large babies will get born, but will not be as heavy as they could be if
obstetricians had not interfered). Similarly, income data can be skewed to the right
by the fact that income is always positive. Test mark data is often skewed —
whether to right or left depends on the circumstances — by the fact that there is
a largest possible mark and a smallest possible mark.

2.4.2 Standard Coordinates and Normal Data

It is useful to look at lots of histograms, because it is often possible to get some
useful insights about data. However, in their current form, histograms are hard to
compare. This is because each is in a different set of units. A histogram for length
data will consist of boxes whose horizontal units are, say, metres; a histogram
for mass data will consist of boxes whose horizontal units are in, say, kilograms.
Furthermore, these histograms typically span different ranges.
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We can make histograms comparable by (a) estimating the “location” of the
plot on the horizontal axis and (b) estimating the “scale” of the plot. The location
is given by the mean, and the scale by the standard deviation. We could then
normalize the data by subtracting the location (mean) and dividing by the standard
deviation (scale). The resulting values are unitless, and have zero mean. They are
often known as standard coordinates.

Definition: 2.8 Standard coordinates

Assume we have a dataset {x} of N data items, x1,...,zy. We repre-
sent these data items in standard coordinates by computing

(@i~ mean ({2}))

T std (z)

We write {2} for a dataset that happens to be in standard coordinates.

Standard coordinates have some important properties. Assume we have N
data items. Write x; for the 7’th data item, and Z; for the 7’th data item in standard
coordinates (I sometimes refer to these as “normalized data items”). Then we have

mean ({2}) = 0.

We also have that
std () = 1.

An extremely important fact about data is that, for many kinds of data,
histograms of these standard coordinates look the same. Many completely different
datasets produce a histogram that, in standard coordinates, has a very specific
appearance. It is symmetric, unimodal; it looks like a narrow bump. If there were
enough data points and the histogram boxes were small enough, the curve would
look like the curve in figure 2.7. This phenomenon is so important that data of this
form has a special name.

Definition: 2.9 Standard normal data

Data is standard normal data if, when we have a great deal of data,
the histogram is a close approximation to the standard normal curve.
This curve is given by

1 2
x) = —e(_w /2)
y(z) B

(which is shown in figure 2.7).
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FIGURE 2.7: Data is standard normal data when its histogram takes a stylized,
bell-shaped form, plotted above. One usually requires a lot of data and very small
histogram bozes for this form to be reproduced closely. Nonetheless, the histogram
for normal data is unimodal (has a single bump) and is symmetric; the tails fall
off fairly fast, and there are few data items that are many standard deviations from
the mean. Many quite different data sets have histograms that are similar to the
normal curve; I show three such datasets here.

Definition: 2.10 Normal data

Data is normal data if, when we subtract the mean and divide by
the standard deviation (i.e. compute standard coordinates), it becomes
standard normal data.

It is not always easy to tell whether data is normal or not, and there are
a variety of tests one can use, which we discuss later. However, there are many
examples of normal data. Figure 2.7 shows a diverse variety of data sets, plotted
as histograms in standard coordinates. These include: the volumes of 30 oysters
(from http://www.amstat.org/publications/jse/jse_data_archive.htm;look
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for 30oysters.dat.txt); human heights (from http://www2.stetson.edu/~jrasp/
data.htm; look for bodyfat.xls, with two outliers removed); and human weights
(from http://www2.stetson.edu/~jrasp/data.htm; look for bodyfat.xls, with
two outliers removed).

Properties of normal data For the moment, assume we know that a
dataset is normal. Then we expect it to have the following properties:

e If we normalize it, its histogram will be close to the standard normal curve.
This means, among other things, that the data is not significantly skewed.

e About 68% of the data lie within one standard deviation of the mean. We
will prove this later.

e About 95% of the data lie within two standard deviations of the mean. We
will prove this later.

e About 99% of the data lie within three standard deviations of the mean. We
will prove this later.

In turn, these properties imply that data that contains outliers (points many stan-
dard deviations away from the mean) is not normal. This is usually a very safe
assumption. It is quite common to model a dataset by excluding a small number
of outliers, then modelling the remaining data as normal. For example, if I exclude
two outliers from the height and weight data from http://www2.stetson.edu/
~jrasp/data.htm, the data looks pretty close to normal.

2.4.3 Boxplots

It is usually hard to compare multiple histograms by eye. One problem with com-
paring histograms is the amount of space they take up on a plot, because each
histogram involves multiple vertical bars. This means it is hard to plot multiple
overlapping histograms cleanly. If you plot each one on a separate figure, you have
to handle a large number of separate figures; either you print them too small to see
enough detail, or you have to keep flipping over pages.

A boxplot is a way to plot data that simplifies comparison. A boxplot dis-
plays a dataset as a vertical picture. There is a vertical box whose height corre-
sponds to the interquartile range of the data (the width is just to make the figure
easy to interpret). Then there is a horizontal line for the median; and the behavior
of the rest of the data is indicated with whiskers and/or outlier markers. This
means that each dataset makes is represented by a vertical structure, making it
easy to show multiple datasets on one plot and interpret the plot (Figure 2.8).

To build a boxplot, we first plot a box that runs from the first to the third
quartile. We then show the median with a horizontal line. We then decide which
data items should be outliers. A variety of rules are possible; for the plots I show, I
used the rule that data items that are larger than g3 + 1.5(¢3 — ¢1) or smaller than
¢1 — 1.5(g3s — q1), are outliers. This criterion looks for data items that are more
than one and a half interquartile ranges above the third quartile, or more than one
and a half interquartile ranges below the first quartile.
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FIGURE 2.8: A boxplot showing the box, the median, the whiskers and two outliers.
Notice that we can compare the two datasets rather easily; the next section explains
the comparison.

Once we have identified outliers, we plot these with a special symbol (crosses
in the plots I show). We then plot whiskers, which show the range of non-outlier
data. We draw a whisker from ¢; to the smallest data item that is not an outlier,
and from g3 to the largest data item that is not an outlier. While all this sounds
complicated, any reasonable programming environment will have a function that
will do it for you. Figure 2.8 shows an example boxplot. Notice that the rich
graphical structure means it is quite straightforward to compare two histograms.

2.5 WHOSE IS BIGGER? INVESTIGATING AUSTRALIAN PIZZAS

Athttp://www.amstat.org/publications/jse/jse_data_archive.htm), you will
find a dataset giving the diameter of pizzas, measured in Australia (search for the
word “pizza”). This website also gives the backstory for this dataset. Apparently,
EagleBoys pizza claims that their pizzas are always bigger than Dominos pizzas,
and published a set of measurements to support this claim (the measurements were
available at http://www.eagleboys.com.au/realsizepizza as of Feb 2012, but
seem not to be there anymore).

Whose pizzas are bigger? and why? A histogram of all the pizza sizes appears
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FIGURE 2.9: A histogram of pizza diameters from the dataset described in the text.
Notice that there seem to be two populations.
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FIGURE 2.10: On the left, the class-conditional histogram of Dominos pizza di-
ameters from the pizza data set; on the right, the class-conditional histogram of
FEagleBoys pizza diameters. Notice that EagleBoys pizzas seem to follow the pat-
tern we expect — the diameters are clustered tightly around a mean, and there is a
small standard deviation but Dominos pizzas do not seem to be like that. There
is more to understand about this data.

in figure 2.9. We would not expect every pizza produced by a restaurant to have
exactly the same diameter, but the diameters are probably pretty close to one
another, and pretty close to some standard value. This would suggest that we’d
expect to see a histogram which looks like a single, rather narrow, bump about a
mean. This is not what we see in figure 2.9 — instead, there are two bumps, which
suggests two populations of pizzas. This isn’t particularly surprising, because we
know that some pizzas come from EagleBoys and some from Dominos.

If you look more closely at the data in the dataset, you will notice that each
data item is tagged with the company it comes from. We can now easily plot
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Box plots of pizzas by maker
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FIGURE 2.11: Boxplots of the pizza data, comparing EagleBoys and Dominos pizza.
There are several curiosities here: why is the range for Dominos so large (25.5-29)%
EagleBoys has a smaller range, but has several substantial outliers; why? One would
expect pizza manufacturers to try and control diameter fairly closely, because pizzas
that are too small present risks (annoying customers; publicity; hostile advertising)
and pizzas that are too large should affect profits.

conditional histograms, conditioning on the company that the pizza came from.
These appear in figure 2.10. Notice that EagleBoys pizzas seem to follow the pattern
we expect — the diameters are clustered tightly around one value — but Dominos
pizzas do not seem to be like that. This is reflected in a boxplot (figure 2.11), which
shows the range of Dominos pizza sizes is surprisingly large, and that EagleBoys
pizza sizes have several large outliers. There is more to understand about this data.
The dataset contains labels for the type of crust and the type of topping — perhaps
these properties affect the size of the pizza?

EagleBoys produces DeepPan, MidCrust and ThinCrust pizzas, and Dominos
produces DeepPan, ClassicCrust and ThinNCrispy pizzas. This may have some-
thing to do with the observed patterns, but comparing six histograms by eye is
unattractive. A boxplot is the right way to compare these cases (figure 2.12). The
boxplot gives some more insight into the data. Dominos thin crust appear to have a
narrow range of diameters (with several outliers), where the median pizza is rather
larger than either the deep pan or the classic crust pizza. EagleBoys pizzas all have
a range of diameters that is (a) rather similar across the types and (b) rather a lot
like the Dominos thin crust. There are outliers, but few for each type.

Another possibility is that the variation in size is explained by the topping.
We can compare types and toppings by producing a set of conditional boxplots (i.e.
the diameters for each type and each topping). This leads to rather a lot of boxes
(figure 2.13), but they’re still easy to compare by eye. The main difficulty is that
the labels on the plot have to be shortened. I made labels using the first letter
from the manufacturer (“D” or “E”); the first letter from the crust type (previous
paragraph); and the first and last letter of the topping. Toppings for Dominos are:
Hawaiian; Supreme; BBQMeatlovers. For EagleBoys, toppings are: Hawaiian; Su-
perSupremo; and BBQMeatlovers. This gives the labels: 'DCBs’; (Dominos; Clas-
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Box plots of pizzas by maker and type
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FIGURE 2.12: Bozplots for the pizza data, broken out by type (thin crust, etc.).

sicCrust; BBQMeatlovers); 'DCHn’; 'DCSe’; 'DDBs’; 'DDHn’; 'DDSe’; 'DTBs’;
'DTHn’; 'DTSe’; "EDBs’; "EDHn’; "EDSo’; ’EMBs’; "TEMHn’; "EMSo’; "ETBs’;
"ETHn’; "ETSo’. Figure 2.13 suggests that the topping isn’t what is important, but
the crust (group the boxplots by eye).

What could be going on here? One possible explanation is that Eagleboys
have tighter control over the size of the final pizza. One way this could happen is
that all EagleBoys pizzas start the same size and shrink the same amount in baking,
whereas all Dominos pizzas start a standard diameter, but different Dominos crusts
shrink differently in baking. Another way is that Dominos makes different size
crusts for different types, but that the cooks sometimes get confused. Yet another
possibility is that Dominos controls portions by the mass of dough (so thin crust
diameters tend to be larger), but Eagleboys controls by the diameter of the crust.

You should notice that this is more than just a fun story. If you were a manager
at a pizza firm, you’d need to make choices about how to control costs. Labor costs,
rent, and portion control (i.e. how much pizza, topping, etc. a customer gets for
their money) are the main thing to worry about. If the same kind of pizza has a
wide range of diameters, you have a problem, because some customers are getting
too much (which affects your profit) or too little (which means they might call
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Box plots of pizzas by maker, type, and topping
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FIGURE 2.13: The pizzas are now broken up by topping as well as crust type (look at
the source for the meaning of the names). I have separated Dominos from Eagleboys
with a vertical line, and grouped each crust type with a box. It looks as though the
issue is not the type of topping, but the crust. Eagleboys seems to have tighter
control over the size of the final pizza.

someone else). But making more regular pizzas might require more skilled (and so
more expensive) labor. The fact that Dominos and EagleBoys seem to be following
different strategies successfully suggests that more than one strategy might work.
But you can’t choose if you don’t know what’s happening. As I said at the start,
“what’s going on here?” is perhaps the single most useful question anyone can ask.

2.6 WHAT YOU MUST REMEMBER
You should be able to:
e Plot a bar chart for a dataset.
e Plot a histogram for a dataset.
e Tell whether the histogram is skewed or not, and in which direction.

e Plot a box plot for one or several datasets.
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e Interpret a box plot.

You should remember:

e The definition and properties of the mean.

PROBLEMS

The definition and properties of the standard deviation.

The definition and properties of the variance.

The definition and properties of the median.

The definition and properties of the interquartile range.

2.1.
2.2,

2.3.
2.4.

2.5.

2.6.

2.7.

2.8.
2.9.

Show that mean ({kz}) = kmean ({}) by substituting into the definition.
Show that mean ({z + ¢}) = mean ({z}) + ¢ by substituting into the definition.
Show that Zﬁl(mz — mean ({z})) = 0 by substituting into the definition.
Show that std (z + ¢) = std (z) by substituting into the definition (you’ll need
to recall the properties of the mean to do this).

Show that std (kx) = kstd (z) by substituting into the definition (you’ll need
to recall the properties of the mean to do this).

Show that median ({z + ¢}) = median ({z}) + ¢ by substituting into the defini-
tion.

Show that median ({kz}) = kmedian ({z}) by substituting into the definition.
Show that iqr{z + ¢} = iqr{z} by substituting into the definition.

Show that iqr{kz} = kiqr{z} by substituting into the definition.

PROGRAMMING EXERCISES

2.10.

2.11.

2.12.

2.13.

You can find a data set showing the number of barrels of oil produced, per
year for the years 1880-1984 at http://1lib.stat.cmu.edu/DASL/Datafiles/
Oilproduction.html. Is a mean a useful summary of this dataset? Why?
You can find a dataset giving the cost (in 1976 US dollars), number of megawatts,
and year of construction of a set of nuclear power plants at http://1ib.stat.
cmu.edu/DASL/Datafiles/NuclearPlants.html.
(a) Are there outliers in this data?
(b) What is the mean cost of a power plant? What is the standard deviation?
(c) What is the mean cost per megawatt? What is the standard deviation?
(d) Plot a histogram of the cost per megawatt. Is it skewed? Why?
You can find a dataset giving the sodium content and calorie content of three
types of hot dog at http://1ib.stat.cmu.edu/DASL/Datafiles/Hotdogs.html.
The types are Beef, Poultry, and Meat (a rather disturbingly vague label). Use
class-conditional histograms to compare these three types of hot dog with re-
spect to sodium content and calories.
You will find a dataset giving (among other things) the number of 3 or more
syllable words in advertising copy appearing in magazines at http://1lib.
stat.cmu.edu/DASL/Datafiles/magadsdat.html. The magazines are grouped
by the education level of their readers; the groups are 1, 2, and 3 (the variable
is called GRP in the data).
(a) Use a boxplot to compare the number of three or more syllable words for
the ads in magazines in these three groups. What do you see?
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(b) Use a boxplot to compare the number of sentences appearing in the ads
in magazines in these three groups. What do you see?

2.14. You can find a dataset giving various properties of public colleges ranked by
Kiplingers at http://wuw.kiplinger.com/tool/college/T014-S001-kiplinger-s-best-values-in-publi
index.php. To obtain the data, just select the area on your web browser and
paste it into an editor window. I had to then do a little fooling around to re-
move commas in long numbers, get rid of $ signs and the like, but then I had a
comma separated list. Similar data for private colleges can be found at http://
www.kiplinger.com/tool/college/T014-S001-kiplinger-s-best-values-in-private-colleges/
index.php. You should look at the R code fragment 3.13 to get started.

(a) If you run that fragment on your files, then look at the figures, they should
suggest that there isn’t much difference in student debt between top, mid
and bottom third public colleges. But there is for private colleges. What
happens if you subdivide the top third into smaller pieces? What do you
think is going on here?

(b) If you run that fragment on your files, then look at the figures, they should
suggest that there isn’t much difference in faculty per student between top,
mid and bottom third public colleges. But there is for private colleges.
What happens if you subdivide the top third into smaller pieces? What
do you think is going on here?

(c) Use a set of box plots to come to conclusions about how cost varies with
quality for the private colleges.

(d) Use a set of box plots to come to conclusions about how cost varies with
quality for the public colleges.



CHAPTER 3

Intermezzo - Programming Tools

This book is not really about how to program. While I'm assuming you know
a bit about how to program, quite a lot of what we’ll do is use various tricks to
avoid programming. We could: use packages; exploit other people’s programs; or
bolt together a bunch of different programs with scripts, etc. Generally, it’s quite
useful to know a programming environment that has lots of useful code that other
people have written and published that you can use. The environment should have
lots of code available to: read datasets in a variety of formats; manipulate them
a bit (for example, drop items with missing values); compute useful properties of
data; and produce a wide variety of graphs and plots. It should be relatively easy
to learn, with lots of tutorials and books available.

You should not feel the need to become an expert in using this programming
environment. You just need to be able to cook up strategies to make it do what
you want to do. There are two environments that I use regularly, and advocate for
use with this book. That said, I'm not going to give you extensive instruction in
how to use these environments. Instead, there is some information, some sample
code, and a lot of pointers to tutorials, etc.

3.1 MATLAB

Matlab is a programming environment widely used in numerical analysis and com-
puter vision circles, among other. I will use Matlab in examples here, because
I'm fairly fluent in Matlab, and give some guidelines. Many universities, includ-
ing UIUC, have free student licenses for Matlab, and there are numerous reference
books and tutorials you can look at for details of syntax, etc. Matlab’s focuses on
representations of vectors and matrices. The syntax is rather like Fortran, except
that there are some special matrix and vector operations. Fluent Matlab program-
mers replace iterations with these operations to get faster code; some people are
very good at this sort of trick.

An alternative widely used in statistical circles is R, which is an open-source
language rather like S (a paid license statistics package). I didn’t know much R at
start of writing, and haven’t managed to pick up the kind of fluency required to
prepare figures in it, so I won’t show R code here. But you should be aware of it
as an alternative.

If you want to know what a Matlab command does, you can use help or doc.
For example, you could type doc sum. In this chapter, I'll show code I used to
make some of the figures and examples in chapter one, to give you some examples
for Matlab code.

Listing 3.1 shows how I made the cheese histogram of figure 2.2. Notice I
couldn’t be bothered to write a reader for this dataset. Instead, I downloaded the
text file, then used an editor to cut out the numbers and make them into a constant

40
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Listing 3.1: Matlab code used to make the cheese histogram in figure 2.2

cheeses=[12.3, 20.9, 39, 47.9, 5.6, 25.9,

37.3, 21.9, 18.1, 21, 34.9, 57.2, 0.7,
25.9, 54.9, 40.9 , 15.9, 6.4, 18, 38.9,
14, 15.2, 32, 56.7, 16.8, 11.6, 26.5,

0.7 , 13.4 , 5.5];
figure (1);
hist (cheeses , [5, 15, 25, 35, 45, 55])
figure (1);
axis ([0, 70, 0, 15])
ylabel (’Number_of._data.items’);
xlabel (’Cheese_goodness ,_in_cheese_goodness _units’);
title (’Histogram.of.cheese.goodness.score_for.30_cheeses’);
set(gca, ’XTick’, [0:7]%10);
set(gca, 'YTick’, [0:2:15]);
figure (1);

vector. This isn’t the best approach for a big file or a general problem, but if you
want to take a quick look at something small it might be a sensible thing to do. I
then used figure to make a window to draw into. The ’(1)" argument allows me
to keep track of the figure and add things to it; if I hadn’t called figure, Matlab
would have produced a window, but I’d have to do some work if I wanted to add
to it. The command hist produces a histogram of a vector (you can look at the
doc for an explanation of the argument), and then I added labels and a title.

I have listed useful commands for computing summaries below. To give you
an example of normalizing data, there is listing 3.2. Notice how I changed the fonts
for the axes. I did this to give me a figure I could print, but you may not need to
do this.

Matlab will do boxplots, too. In listing 3.3, I show the Matlab code I used to
make Figure 2.11.

Boxplots can get pretty elaborate, and putting the right marker in the right
place gets interesting. I show the code I used to make Figure 2.13, which required
a certain amount of fooling around with strings to get the right marker and put it
in the right place.

Listings 3.6 and 7?7 show how I made the bar chart of genders in Figure 2.1.
There are some points to notice here. I cut-and-pasted the data from the web
page (http://1lib.stat.cmu.edu/DASL/Datafiles/PopularKids.html), put the
result into a spreadsheet to make a .xls file, saved that, then read it into Matlab
using xlsread. I did this because it meant I didn’t have to write any kind of file
reader. You can learn more about x1sread by doing doc xlsread. It isn’t perfect
— or, at least, the one on my Mac isn’t — because it doesn’t like some kinds of
format, and it seems not to like very long files. It was enough for this purpose. It
produces a cell array (doc cell) for the text fields, and an ordinary array for the
numeric fields. The cell array is an array whose entries can contain objects like
strings, etc. You will find the question of how to get a dataset from the form in
which you find it into a form you want in your programming environment to be a
persistent nuisance. It’s usually approached with quick-and-dirty solutions like this
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Listing 3.2: Matlab code used to make the normalized oyster volume histogram in
figure 2.7

% Change default text fonts for a clean figure.
% You may not really need to do this.

set (0, ’DefaultAxesFontName’, ’Times.New.Roman’)
set (0, DefaultAxesFontSize’, 28)
set (0, DefaultTextFontname’, ’Times_New_Roman’)
set (0, DefaultTextFontSize ', 28)

cd(’7/Current/Courses/Probcourse /SomeData/DataSets/’);
% This is where I keep the file

[num2, txt, raw]=xlsread(’30oystersdata.xls’);

% This data is stored as:

% index weight volume something somethingelse
wdat=num2 (:, 4);

% the wvolume field turns up here

wi=mean ( wdat ) ;

wsd=std (wdat ) ;

figure (1);

hist ((wdat—wm)/wsd);

figure (1)

axis([—-6 6 0 5])

% sets the axes of the plot

title (’Volumes.of_.oysters ,.standard.coordinates’);
% Now put this figure in a file

print —depsc2 noysters .eps

one.

I have cut from this file the code that I used to get the fonts on the captions
right; it takes up space, and doesn’t have much to offer. You should have noticed
one nice thing. Once I've actually gotten my data into a reasonable form, making
the bar chart is easy (bar does the trick). It’s more trouble to get the title on the
figure and the fonts right, etc. than to make the figure. This is true for histograms,
as well (listing 2.2). In this case, the data was just a vector, so I cut it out from
the web page and stuck it into the code. Look at doc hist, and notice you can

Listing 3.3: Matlab code used to make the boxplot in figure 2.11

% pizza size data

set (0, DefaultAxesFontName’, ’Times.New.Roman’)

set (0, DefaultAxesFontSize’, 11)

% Change default text fonts.

set (0, DefaultTextFontname’, ’Times_New_Roman’)

set (0, DefaultTextFontSize’, 11)
cd(’"/Current/Courses/Probcourse /SomeData/DataSets/’);
[num, txt, raw|=xlsread(’cleanpizzasize.xls’);
ndat=size (num, 1);

figure (1); boxplot(num(:, 5), txt(:, 2)); figure(1l)
title (’Box.plots.of.pizzas._by.maker’);

print —depsc2 pmakerboxes .eps
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Listing 3.4: Matlab code used to make the boxplot in figure 2.13

% p
set
set

izza size data
(0, ’DefaultAxesFontName ’, ’Times._.New_Roman’)
(0, DefaultAxesFontSize’, 11)

% Change default text fonts.

set
set

cd (

(0, ’DefaultTextFontname’, ’Times.New_Roman’)
(0, DefaultTextFontSize’, 11)
"7 /Current/Courses/Probcourse /SomeData/DataSets/’);

[num, txt, raw|=xlsread(’cleanpizzasize.xls’);
ndat=size (num, 1);

t2=
for

end

txt (:, 1);

i=1:ndat

foo=txt (i, 2); bar=foo{l}; cl=bar(1);

% this gets a letter for the maker

foo=txt (i, 3); bar=foo{l}; c2=bar(1);

% this gets a letter for the crust

foo=txt (i, 4); bar=foo{l}; c3=bar(1l);cd=bar(end);
% this gets first, last letter for the topping
t2(i)={strcat(cl, «¢2, ¢3, cd)};

figure (2); boxplot(num(:, 5), t2, ’grouporder’, {’DCBs’,’DCHn’ ,...

tit

"DCSe’, 'DDBs’, 'DDHn’, ’DDSe’, ’DTBs’, ’DTHn’, 'DTSe’,
"EDBs’, 'EDHn’, 'EDSo’, ’EMBs’, ’EMHn’, 'EMSo’, 'ETBs’,
'ETHn’ , ’ETSo’}); figure(2);

le (’Box.plots.of.pizzas._by.maker, _type,.and_topping’);

change the number of bars and also the centers of the bars if you wish.

the

Scatter plots are easy in matlab. Listing 4.14 shows the code I used to make
scaled figure in Figure 4.14. In the original data, prices are in shillings and

pence. I reduced this to pennies by multiplying the shillings by twelve, and adding

the number of pence.
Series are also straightforward to plot. Listing 3.8 shows the code I used to
make one of the plots in Figure 4.5. The data has two series — one before an

intervention, and one after. I plotted the before in the figure, but the code shows
how to plot both. plot has a variety of options and tricks; look at doc plot for
details.

Some useful commands:

e bar makes a bar chart.
e hist makes a histogram.
e xlsread will read many spreadsheet files.

e mean computes the mean of a dataset represented as a column vector. If you
give it an array, it will compute the mean of each column.

e std computes the standard deviation of a dataset represented as a column
vector. If you give it an array, it will compute the standard deviation of each
column.
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Listing 3.5: Matlab code used to read data for the gender bar chart and pie chart in
figure 2.1

cd(’7/Current/courses/ProbCourse/SomeData /MatlabCode " );
[num, txt]=xlsread(’../Datasets/schooldata.xls’);
wv=zeros (size (num, 1), 1);
wv2=zeros (size (num, 1), 1);
% next lines form a really simple parser
for i=1:size (num, 1)
if stremp(txt(i, 7), ’'Sports’)
wv(i)=1;
elseif stremp(txt(i, 7), ’Grades’)
wv(i)=2;
elseif stremp(txt(i, 7), ’Popular’)
wv(1i)=3;
end
if stremp(txt(i, 1), ’boy’)
wv2(i)=1;
elseif stremp(txt(i, 1), ’girl’)
wv2(i)=2;
end
end

e var computes the variance of a dataset represented as a column vector. If
you give it an array, it will compute the variance of each column.

e median computes the median of a dataset represented as a column vector. If
you give it an array, it will compute the median of each column.

e prctile can compute a set of percentiles for a dataset represented as a column
vector. If you give it an array, it will compute those percentiles for each
column. Note it takes two argument; you should do doc prctile.

e boxplot will produce a boxplot; there are many arguments and tricks, so you
should do doc boxplot.

R is a free programming environment that is very widely used by statisticians and
data analysts. R has an extremely rich set of tools for reading, analyzing, and
plotting data. I have found R very good for taking quick looks at datasets, even
though I'm not a fluent R programmer. My experience has been that I can usually
modify some R programs that I already have to get what I want, rather than write
a new one (which I find hard, because I keep forgetting details of syntax). I have
found that, if there is a statistical algorithm I'd like to try, I can usually fairly easily
find at least one implementation in R that I can fiddle with.

History of R: The wikipedia page http://en.wikipedia.org/wiki/R_(programming_

language) has some information on the history and implementation of R.
Obtaining and installing R: The main page for R is at http://www.

r-project.org, where (unless you have a quite unusual computer system) you

can find a set of binaries for your system. If you have the urge to compile it
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Listing 3.6: Matlab code used to produce plots for the gender bar chart and pie chart

in figure 2.1

cvec=zeros (6, 1);
cvec(3)=sum((wv==1).x(wv2==1));
cvec(2)=sum((wv==2).%(wv2==1));
cvec(l)=sum((wv==3).x(wv2==1));
cvec(4)=sum((wv==1).x(wv2==2));
cvec(5)=sum((wv==2). *(WV2== ))s

cvec (6)=sum ((wv==3).x(wv2==2));

% cvec mow contains counts of each case
figure (6)

pie(cvec, {’boy—Popular’, ’'boy—Grades’, ’boy—Sports’,

"girl —Sports ’girl —Grades "girl —Popular’ });
title (’Number_of_each_gender_.choosing._each_goal’);
print —depsc2 ../ Figures/childpiegendergoal .eps
%%
figure (7)
bar(cvec);
set(gca, ’'XTick’, [1, 2, 3, 4, 5, 6]);
set (gca, ’XTickLabel’ ,{’b-P’, 'b-G’, 'b-S’, ’g-S’, ’'g-G’, 'g-P’});
figure (7);
print —depsc2 ../ Figures/childbargendergoal.eps

) )
) )

yourself, you can also find source and some information about how to make R on
some systems. If you're having trouble installing R, you should look at the FAQ
at http://www.r-project.org, which has entries like “How can R be obtained?”
and “How can R be installed?”.

Learning to use R: There are a variety of books and web pages on how
to use R. A good introduction is at http://cran.r-project.org/doc/manuals/
r-release/R-intro.html. There is a list of learning resources at http://www.
ats.ucla.edu/stat/r/. If youlook at http://www.ats.ucla.edu/stat/r/seminars/
intro.htm, you will find a set of slides that give an introduction to R; at \http:
//wuw.ats.ucla.edu/stat/r/seminars/intro.R, you will find a listing of the
code used in the slides. If you’d like a book, then you could search Amazon with
the keyword R, then read the reviews. I have a hard time recommending any one
book. I have bought several, at various levels, and have found each a bit helpful for
some things, but there is no book I always reach for first. I have found it sufficient
to have quite a shallow understanding of R, and I can usually get things done by
copying and then modifying existing code.

3.2.1 R examples

If you don’t know what an R function does, do ?hist (to get information on hist).
This should throw up a help window. If it doesn’t, ??hist is sometimes helpful.
If T can’t understand the help window, which happens more often than I care to
admit, I search the web.

Listing 3.9 shows how I could have made the cheese histogram of figure 2.2
using R. Notice I couldn’t be bothered to write a reader for this dataset. Instead,
I downloaded the text file, then used an editor to cut out the numbers and make
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Listing 3.7: Matlab code used to make the scatter plot in figure 4.14

set (0, 'DefaultAxesFontName ', ’Times_New_Roman’)

set (0, DefaultAxesFontSize’, 28)

% Change default text fonts.

set (0, DefaultTextFontname’, ’Times_New_Roman’)

set (0, DefaultTextFontSize ', 28)

cd(’"/Current/Courses/Probcourse /SomeData/DataSets/’);

% this is where I keep the file, but you may have it somewhere else
[num, txt, raw]=xlsread(’lynxdata.xls’);

pennyprices=12snum (:, 3)4num(:, 4);

mnp=mean (num (1:44 , 2));
snp=std (num (1:44, 2))
mpp=mean( pennyprices (1:44));

spp=std (pennyprices (1:44));

figure (3);

plot ((num(1:44, 2)—mnp)/snp, (pennyprices(1l:44)—mpp)/spp, ’'rx*’);
figure (3)

xlabel (’normalized -number_of._pelts ’);

ylabel (’normalized.price )

%title ("Normalized scatter plot of lynz pelts against price ’);
print —depsc2 lynxscaledscatter.eps

:
1

Listing 3.8: Matlab code used to make the Hyde Park series plot in figure 4.5

cd(’"/Current/Courses/Probcourse /SomeData/DataSets/’);
set (0, ’DefaultAxesFontName’, ’Times.New.Roman’)
set (0, DefaultAxesFontSize’, 28)
% Change default text fonts.
set (0, DefaultTextFontname’, ’Times_New_Roman’)
set (0, DefaultTextFontSize ', 28)
% this is where I keep the file, but you may have it somewhere else
[num, txt, raw]=xlsread(’hydeparkburglaries.xls’);
for i=1:size(num, 1)—1

if (num(i, 2)==0)&&(mum(i+1, 2)==1)

brk=i ;

end
end
prev=num (1:brk, 1);
post=num(brk+1:end, 1);
figure (1); plot(prev, ’—o’); figure(1)
xlabel (’month’);
ylabel (’number_of_burglaries ’);
title(’Burglaries._each _month_in_Hyde_.Park’);
axis ([0 45 0 110])
print —depsc2 hydeparkburglaries .eps

%%

figure (2); clf; hold off

plot ([1:brk], prev, ’'—o’, [brk+1l:size(num, 1)], post, ’—rs’); figure(2)
legend (’Before.intervention ’, 'After.intervention ’);

xlabel (’month’);

ylabel (’number_of_burglaries ’);

title (’Number_of_burglaries_each_month_in_Hyde_Park, _a_suburb_of_Chicag
%%

axis ([0 60 0 110])

print —depsc2 inthydeparkburglaries.eps
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Listing 3.9: R code for a cheese histogram like in figure 2.2

cheeses<— ¢(12.3, 20.9, 39, 47.9, 5.6, 25.9,
37.3, 21.9, 18.1, 21, 34.9, 57.2, 0.7,
25.9, 54.9, 40.9 , 15.9, 6.4, 18, 38.9,
14, 15.2, 32, 56.7, 16.8, 11.6, 26.5,
0.7 , 13.4 , 5.5)

cbr<—seq (0, 60, by=10)

chh<—hist (cheeses , breaks=cbr)

Listing 3.10: R code used to make a figure like the normalized oyster volume his-
togram in figure 2.7

setwd ('~ /Current/Courses/Probcourse /SomeData/DataSets/’)
oysters<-read.csv(’30oystersdata.csv’, header=FALSE);
summary(oysters) # not strictly mnecessary
oystervolumes<—oysters$V3

omean<—mean( oystervolumes)

zmo<—oystervolumes—omean

osd<—sqrt (sum(zmo"2) /length (zmo))

normoysters<—zmo/osd

hist (normoysters, breaks=seq(—6, 6, by=0.5));

them into a constant vector. This isn’t the best approach for a big file or a general
problem, but if you want to take a quick look at something small it might be a
sensible thing to do. Notice how to make a constant vector in R. I've told R what
bins to use (the line using seq produces a sequence of values, which gets passed
in using the breaks argument). hist is (like most R commands) rather rich in
options; I found http://www.r-bloggers.com/basics-of-histograms/ helpful
when I wanted to understand some of them.

R usually just then throws a window on your screen with the figure in it. If
you want a file you can incorporate into a document or print, you have to do more.
This is illustrated in the next example. I didn’t fiddle with the labels, etc. because
I wanted a simple example.

I show the code for producing a figure rather like the normalized oyster his-
togram of figure 2.7 in listing 3.10. Because I don’t have a good reader for Xcel files
in R, I export the files to a comma separated value format, then use the R function
read.csv. In this case, there was no header in the data, and I told R that. R pro-
duces a fairly rich data structure called a data table, but I only really cared about
the volume column, so I extract that to produce oystervolumes. R has a function
to compute the standard deviation, but irritatingly it isn’t the standard deviation
we want (see the point of confusion on 22). The code shows how I computed the
value I need, then set up a histogram with a reasonable set of breaks.

One useful point: once you've read a dataset into R, it’s usually a good idea
to use summary. This gives you some information about the data set. It isn’t
necessary for producing a histogram, but it’s informative, which is why I put it into
the listing.

R will do boxplots, too. In listing 3.11, I show R code to make a figure
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Listing 3.11: R code used to make a boxplot like that in figure 2.11

setwd(’~/Current/Courses/Probcourse /SomeData/DataSets/ )
pizza<-read.csv(’cleanpizzasize.csv’, header=FALSE)
boxplot (V57V2, data=pizza)

Listing 3.12: R code for more boxplots, illustrating a neat trick with data tables.

setwd(’~/Current/Courses/Probcourse /SomeData/DataSets/ )
pizza<-read.csv(’cleanpizzasize.csv’, header=FALSE)
boxplot (V57V24+V3, data=pizza)

like Figure 2.11. There is one bit of R deviousness here, which I've expanded in
following listings. A data table is an object with quite a lot of structure. The
version of boxplot I've used here says, in effect: “prepare a boxplot of the values
of V5 for each of the cases in V2 taken from the data table pizza”. V2 takes the
values “Dominos” and “EagleBoys”, so I get one boxplot for each manufacturer.

This trick can be extended. Listing 3.12 shows R code that does one box per
manufacturer and crust type. The version of boxplot I've used here says, in effect:
“prepare a boxplot of the values of V5 for each of the cases in V2 and V3 taken
from the data table pizza”. V2 takes the values “Dominos” and “EagleBoys”, and
V3 has each crust type.

If you fire up R and produce the figure, you should be a bit unhappy with the
labelling of the boxes. You'll need to do some work to fix this.

Listing 3.13 may help you get started on one of the exercises.

Listing 3.14 illustrates some other tricks with R. In particular, getting counts
of a categorical variable is easy with table. I normalized the tables by iterating
with for, and there is some code that shows how to print a postscript figure to a
file.

Scatter plots are easy in R. Listing 4.14 shows the code I used to make the

Listing 3.13: R code for college examples.

setwd ('~ /Current/Courses/Probcourse /SomeData/DataSets/ )
publics<-read.csv(” publics.csv” ;header=FALSE)
publics$Vi2<—cut(publics$V1l, breaks=c(0, 33, 66, 100))
# this creates three equivalence classes:

# top third, mid third and bottom third

# then sticks them back into the data frame

boxplot (V117V12, data=publics)

# now we have a box plot of debt for each third

boxplot (V57V12, data=publics)

# now we have a box plot of number of faculty for each third
privates<-read.csv(” privates .csv”  header=FALSE)

privates $V12<—cut(privates$V1l, breaks=c(0, 33, 66, 100))
boxplot (V117V12, data=privates)

boxplot (V57V12, data=privates)
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Listing 3.14: R code for bar charts of figure 3.14.

setwd(’~/Current/courses/ProbCourse/SomeData/Datasets ’);
schooldata<—read.csv(’schooldata.csv’, header=FALSE);
counts<—table(schooldata$V1l, schooldata$V7)
setEPS ()
postscript(” goalsbygender .eps”)
barplot(counts, main="Goals_by._gender” ,
xlab="Goals” , col=c(”darkblue” ,"red”),
legend = rownames(counts) ,xpd=FALSE, xlim=c(0, 100), width=20)
dev.off ()
counts2<—table(schooldata$V7, schooldata$V1)
setEPS ()
postscript(” genderbygoals .eps”)
barplot(counts2, main="Gender_by._goals”,
xlab="Gender” , col=c(” darkblue” ,”red”, ”green”),
legend = colnames(counts), xpd=FALSE, xlim=c(0, 100), width=2
dev.off ()
counts3<—counts2
for (i in 1:2) {
counts3[,i]<—counts3[,i]/sum(counts3[,i])

}
setEPS ()
postscript(” genderbygoalsrelfreq .eps”)
barplot(counts3, main="Gender_by._goals ,_relative_frequencies”,
xlab="Gender” , col=c(” darkblue” ,”red”, ”green”),
legend = colnames(counts), xpd=FALSE, xlim=c(0, 100), width=2
dev. off ()
countsd4<—counts
for (i in 1:3) {
counts4 [, i]<—counts4[,i]/sum(counts4[,i])

}
setEPS ()
postscript(” goalsbygenderrelfreq .eps”)
barplot(counts4, main="Goals_by.gender ,_relative_.frequencies”,
xlab="Goals” , col=c(”darkblue” ,”red”),
legend = rownames(counts) ,xpd=FALSE, xlim=c(0, 100), width=20)
dev.off ()

0)

0)

scaled figure in Figure 4.14. In the original data, prices are in shillings and pence.
I reduced this to pennies by multiplying the shillings by twelve, and adding the
number of pence. Notice I haven’t used R’s sd function, because it isn’t the standard
deviation we want (see the point of confusion on 22).

Series are also straightforward to plot. Listing 3.16 shows the code I used to
make a plot like one of the plots in Figure 4.5. The data has two series — one
before an intervention, and one after. Instead of walking along the data in my code
(like T did in the Matlab code for this example), I cut out the first series by hand
and pasted it into a csv file. This made it easy to plot the before series in the figure.
You should be constantly looking out for tricks to make data handling easier; we're
typically not looking for a clean programming solution, just a way to make some
problems go away.
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Listing 3.15: R code used to make a scatter plot like that of figure 4.14

setwd(’~/Current/Courses/Probcourse /SomeData/DataSets/’);
lynxdata<-read.csv(’lynxdata.csv’, header=FALSE);
lynxdata8V5=12xlynxdata$V3+lynxdata$V4

# this gives prices in pennies

# interested in years 1—//4

lpen<—lynxdata$V5[1:44]

Ipm<—mean(lpen)

Ips<—sqrt ((sum((lpen—lpm)~2))/length (lpen))
Ilpn<—(lpen—lpm)/lps

Inums<—lynxdata$V1[1:44]

Inm<—mean(Inums)

Ins<—sqrt ((sum((Ilnums—Inm)"2)) /length (lnums))
Inn<—(lnums—Inm) /lns

plot(lnn, lpn, xlab="Number_.of_pelts”, ylab="Price.in_.pennies”, asp=1)

Listing 3.16: R code used to make a series like the Hyde Park series plot in figure
4.5

setwd ('~ /Current/Courses/Probcourse /SomeData/DataSets/ )
hydepark<-read.csv(’hydeparksmall .csv’, header=FALSE)
plot (hydepark$V1l, type=’b’, ylab="Number_of._.burglaries”, xlab="Days”)




CHAPTER 4

Looking at Relationships

We think of a dataset as a collection of d-tuples (a d-tuple is an ordered list of
d elements). For example, the Chase and Dunner dataset had entries for Gender;
Grade; Age; Race; Urban/Rural; School; Goals; Grades; Sports; Looks; and Money
(so it consisted of 11-tuples). The previous chapter explored methods to visualize
and summarize a set of values obtained by extracting a single element from each
tuple. For example, I could visualize the heights or the weights of a population (as
in Figure 2.7). But I could say nothing about the relationship between the height
and weight. In this chapter, we will look at methods to visualize and summarize
the relationships between pairs of elements of a dataset.

4.1 PLOTTING 2D DATA

We take a dataset, choose two different entries, and extract the corresponding
elements from each tuple. The result is a dataset consisting of 2-tuples, and we
think of this as a two dimensional dataset. The first step is to plot this dataset in a
way that reveals relationships. The topic of how best to plot data fills many books,
and we can only scratch the surface here. Categorical data can be particularly
tricky, because there are a variety of choices we can make, and the usefulness of
each tends to depend on the dataset and to some extent on one’s cleverness in
graphic design (section 4.1.1).

For some continuous data, we can plot the one entry as a function of the other
(so, for example, our tuples might consist of the date and the number of robberies;
or the year and the price of lynx pelts; and so on, section 4.1.2).

Mostly, we use a simple device, called a scatter plot. Using and thinking about
scatter plots will reveal a great deal about the relationships between our data items
(section 4.1.3).

4.1.1 Categorical Data, Counts, and Charts

Categorical data is a bit special. Assume we have a dataset with several categorical
descriptions of each data item. One way to plot this data is to think of it as belong-
ing to a richer set of categories. Assume the dataset has categorical descriptions,
which are not ordinal. Then we can construct a new set of categories by looking
at each of the cases for each of the descriptions. For example, in the Chase and
Dunner data of table 2.2, our new categories would be: “boy-sports”; “girl-sports”;
“boy-popular”; “girl-popular”; “boy-grades”; and “girl-grades”. A large set of cat-
egories like this can result in a poor bar chart, though, because there may be too
many bars to group the bars successfully. Figure 4.1 shows such a bar chart. Notice
that it is hard to group categories by eye to compare; for example, you can see that
slightly more girls think grades are important than boys do, but to do so you need
to compare two bars that are separated by two other bars. An alternative is a pie
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FIGURE 4.1: I sorted the children in the Chase and Dunner study into six calegories
(two genders by three goals), and counted the number of children that fell into each
cell. I then produced the bar chart on the left, which shows the number of children
of each gender, selecting each goal. On the right, a pie chart of this information.
I have organized the pie chart so it is easy to compare boys and girls by eye — start
at the top; going down on the left side are boy goals, and on the right side are girl
goals. Comparing the size of the corresponding wedges allows you to tell what goals
boys (resp. girls) identify with more or less often.

chart, where a circle is divided into sections whose angle is proportional to the
size of the data item. You can think of the circle as a pie, and each section as a
slice of pie. Figure 4.1 shows a pie chart, where each section is proportional to the
number of students in its category. In this case, I've used my judgement to lay the
categories out in a way that makes comparisons easy. I'm not aware of any tight
algorithm for doing this, though.

Pie charts have problems, because it is hard to judge small differences in area
accurately by eye. For example, from the pie chart in figure 4.1, it’s hard to tell
that the “boy-sports” category is slightly bigger than the “boy-popular” category
(try it; check using the bar chart). For either kind of chart, it is quite important
to think about what you plot. For example, the plot of figure 4.1 shows the total
number of respondents, and if you refer to figure 2.1, you will notice that there
are slightly more girls in the study. Is the percentage of boys who think grades are
important smaller (or larger) than the percentage of girls who think so? you can’t
tell from these plots, and you’d have to plot the percentages instead.

An alternative is to use a stacked bar chart. You can (say) regard the data
as of two types, “Boys” and “Girls”. Within those types, there are subtypes (“Pop-
ularity”, “Grades” and “Sport”). The height of the bar is given by the number of
elements in the type, and the bar is divided into sections corresponding to the num-
ber of elements of that subtype. Alternatively, if you want the plot to show relative
frequencies, the bars could all be the same height, but the shading corresponds to
the fraction of elements of that subtype. This is all much harder to say than to see
or to do (Figure 4.2).

An alternative to a pie chart that is very useful for two dimensional data is
a heat map. This is a method of displaying a matrix as an image. Each entry of
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FIGURE 4.2: These bar charts use stacked bars. In the top row, the overall height of
the bar is given by the number of elements of that type but each different subtype is
identified by shading, so you can tell by eye, for example, how many of the “Grades”
in the study were “Boys”. This layout makes it hard to tell what fraction of, say,
“Boys” aspire to “Popularity”. In the bottom row, all bars have the same height,
but the shading of the bar identifies the fraction of that type that has a corresponding
subtype. This means you can tell by eye what fraction of “Girls” aspire to “Sports”.

the matrix is mapped to a color, and the matrix is represented as an image. For
the Chase and Dunner study, I constructed a matrix where each row corresponds
to a choice of “sports”, “grades”, or “popular”, and each column corresponds to a
choice of “boy” or “girl”. Each entry contains the count of data items of that type.
Zero values are represented as white; the largest values as red; and as the value
increases, we use an increasingly saturated pink. This plot is shown in figure 4.3
If the categorical data is ordinal, the ordering offers some hints for making
a good plot. For example, imagine we are building a user interface. We build an
initial version, and collect some users, asking each to rate the interface on scales for
“ease of use” (-2, -1, 0, 1, 2, running from bad to good) and “enjoyability” (again,
-2,-1, 0, 1, 2, running from bad to good). It is natural to build a 5x5 table, where



Section 4.1 Plotting 2D Data 54

120

100

RN
< S

FIGURE 4.3: A heat map of the Chase and Dunner data. The color of each cell
corresponds to the count of the number of elements of that type. The colorbar at
the side gives the correspondence between color and count. You can see at a glance
that the number of boys and girls who prefer grades is about the same; that about
the same number of boys prefer sports and popularity, with sports showing a mild
lead; and that more girls prefer popularity to sports.

-2 -1 0 1 2
22124 5 0 0 1
-106 12 3 0 0
012 4 13 6 0
1170 0 3 13 2
210 0 0 1 5

TABLE 4.1: [ simulated data representing user evaluations of a wuser interface.
Each cell in the table on the left contains the count of users rating “ease of use”
(horizontal, on a scale of -2 -very bad- to 2 -very good) vs. “enjoyability” (vertical,
same scale). Users who found the interface hard to use did not like using it either.
While this data is categorical, it’s also ordinal, so that the order of the cells is
determined. It wouldn’t make sense, for example, to reorder the columns of the
table or the rows of the table.

each cell represents a pair of “ease of use” and “enjoyability” values. We then count
the number of users in each cell, and build graphical representations of this table.
One natural representation is a 3D bar chart, where each bar sits on its cell in
the 2D table, and the height of the bars is given by the number of elements in the
cell. Table 4.1 shows a table and figure 4.4 shows a 3D bar chart for some simulated
data. The main difficulty with a 3D bar chart is that some bars are hidden behind
others. This is a regular nuisance. You can improve things by using an interactive
tool to rotate the chart to get a nice view, but this doesn’t always work. Heatmaps
don’t suffer from this problem (Figure 4.4), another reason they are a good choice.

4.1.2 Series

Sometimes one component of a dataset gives a natural ordering to the data. For
example, we might have a dataset giving the maximum rainfall for each day of the
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FIGURE 4.4: On the left, a 3D bar chart of the data. The height of each bar is given
by the number of users in each cell. This figure immediately reveals that users
who found the interface hard to use did not like using it either. However, some of
the bars at the back are hidden, so some structure might be hard to infer. On the
right, a heat map of this data. Again, this figure immediately reveals that users
who found the interface hard to use did not like using it either. It’s more apparent
that everyone disliked the interface, though, and it’s clear that there is no important
hidden structure.

year. We could record this either by using a two-dimensional representation, where
one dimension is the number of the day and the other is the temperature, or with a
convention where the i’th data item is the rainfall on the ¢’th day. For example, at
http://1ib.stat.cmu.edu/DASL/Datafiles/timeseriesdat.html, you can find
four datasets indexed in this way. It is natural to plot data like this as a function
of time. From this dataset, I extracted data giving the number of burglaries each
month in a Chicago suburb, Hyde Park. I have plotted part this data in Figure 4.5
(I left out the data to do with treatment effects). It is natural to plot a graph of
the burglaries as a function of time (in this case, the number of the month). The
plot shows each data point explicitly. I also told the plotting software to draw
lines joining data points, because burglaries do not all happen on a specific day.
The lines suggest, reasonably enough, the rate at which burglaries are happening
between data points.

As another example, at http://1lib.stat.cmu.edu/datasets/Andrews/ you
can find a dataset that records the number of lynx pelts traded to the Hudson’s Bay
company and the price paid for each pelt. This version of the dataset appeared first
in table 3.2 of Data: a Collection of Problems from many Fields for the Student
and Research Worker by D.F. Andrews and A.M. Herzberg, published by Springer
in 1985. I have plotted it in figure 4.5. The dataset is famous, because it shows
a periodic behavior in the number of pelts (which is a good proxy for the number
of lynx), which is interpreted as a result of predator-prey interactions. Lynx eat
rabbits. When there are many rabbits, lynx kittens thrive, and soon there will
be many lynx; but then they eat most of the rabbits, and starve, at which point
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FIGURE 4.5: Left, the number of burglaries in Hyde Park, by month. Right, a plot
of the number of lynz pelts traded at Hudson Bay and of the price paid per pelt, as

a function of the year. Notice the scale, and the legend box (the number of pelts is
scaled by 100).

FIGURE 4.6: Snow’s scatter plot of cholera deaths on the left. FEach cholera death
is plotted as a small bar on the house in which the bar occurred (for example, the
black arrow points to one stack of these bars, indicating many deaths, in the detail
on the right). Notice the fairly clear pattern of many deaths close to the Broad
street pump (grey arrow in the detail), and fewer deaths further away (where it was
harder to get water from the pump).

the rabbit population rockets. You should also notice that after about 1900, prices
seem to have gone up rather quickly. I don’t know why this is. There is also some
suggestion, as there should be, that prices are low when there are many pelts, and
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FIGURE 4.7: Left, a scatter plot of arsenic levels in US groundwater, prepared by
the US Geological Survey (you can find the data at http://water. usgs. gov/
GIS/metadata/usgswrd/XML/ arsenic_map. zml. Here the shape and color of
each marker shows the amount of arsenic, and the spatial distribution of the mark-
ers shows where the wells were sampled. Right, the usage of Nitrogen (a com-
ponent of fertilizer) by US county in 1991, prepared by the US Geological Survey
(you can find the data at http://water. usgs. gov/GIS/metadata/usgswrd/
XML/nit91. zml ). In this variant of a scatter plot (which usually takes specialized
software to prepare) one fills each region with a color indicating the data in that
region.

high when there are few.

4.1.3 Scatter Plots for Spatial Data

It isn’t always natural to plot data as a function. For example, in a dataset con-
taining the temperature and blood pressure of a set of patients, there is no reason
to believe that temperature is a function of blood pressure, or the other way round.
Two people could have the same temperature, and different blood pressures, or
vice-versa. As another example, we could be interested in what causes people to
die of cholera. We have data indicating where each person died in a particular
outbreak. It isn’t helpful to try and plot such data as a function.

The scatter plot is a powerful way to deal with this situation. In the first
instance, assume that our data points actually describe points on the a real map.
Then, to make a scatter plot, we make a mark on the map at a place indicated by
each data point. What the mark looks like, and how we place it, depends on the
particular dataset, what we are looking for, how much we are willing to work with
complex tools, and our sense of graphic design.

Figure 4.6 is an extremely famous scatter plot, due to John Snow. Snow —
one of the founders of epidemiology — used a scatter plot to reason about a cholera
outbreak centered on the Broad Street pump in London in 1854. At that time,
the mechanism that causes cholera was not known. Snow plotted cholera deaths as
little bars (more bars, more deaths) on the location of the house where the death
occurred. More bars means more deaths, fewer bars means fewer deaths. There
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FIGURE 4.8: A scatter plot of body temperature against heart rate, from the dataset
at http: //www2. stetson. edu/ ~ jrasp/data. htm; normtemp.zls. I have sepa-
rated the two genders by plotting a different symbol for each (though I don’t know
which gender is indicated by which letter); if you view this in color, the differences
in color makes for a greater separation of the scatter. This picture suggests, but
doesn’t conclusively establish, that there isn’t much dependence between tempera-
ture and heart rate, and any dependence between temperature and heart rate isn’t
affected by gender.

are more bars per block close to the pump, and few far away. This plot offers quite
strong evidence of an association between the pump and death from cholera. Snow
used this scatter plot as evidence that cholera was associated with water, and that
the Broad Street pump was the source of the tainted water.

Figure 4.7 shows a scatter plot of arsenic levels in groundwater for the United
States, prepared by the US Geological Survey. The data set was collected by
Focazio and others in 2000; by Welch and others in 2000; and then updated by
Ryker 2001. It can be found at http://water.usgs.gov/GIS/metadata/usgswrd/
XML/arsenic_map.xml. One variant of a scatter plot that is particularly useful
for geographic data occurs when one fills regions on a map with different colors,
following the data in that region. Figure 4.7 shows the nitrogen usage by US county
in 1991; again, this figure was prepared by the US Geological Survey.

4.1.4 Exposing Relationships with Scatter Plots

Scatter plots are natural for geographic data, but a scatter plot is a useful, simple
tool for ferreting out associations in other kinds of data as well. Now we need
some notation. Assume we have a dataset {} of N data items, x1,...,2y. Each
data item is a d dimensional vector (so its components are numbers). We wish to
investigate the relationship between two components of the dataset. For example,
we might be interested in the 7'th and the 13’th component of the dataset. We
will produce a two-dimensional plot, one dimension for each component. It does
not really matter which component is plotted on the z-coordinate and which on
the y-coordinate (though it will be some pages before this is clear). But it is very
difficult to write sensibly without talking about the x and y coordinates.
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FIGURE 4.9: A scatter plots of weight against height, from the dataset at http://
www2. stetson. edu/ ~ jrasp/data. htm. Left: Notice how two outliers dominate
the picture, and to show the outliers, the rest of the data has had to be bunched up.
Right shows the data with the outliers removed. The structure is now somewhat
clearer.
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FIGURE 4.10: Scatter plots of weight against height, from the dataset at http://
www2. stetson. edu/ ~ jrasp/data. htm. Left: data with two outliers removed,
as in figure 4.9. Right: this data, rescaled slightly. Notice how the data looks less
spread out. But there is no difference between the datasets. Instead, your eye is
easily confused by a change of scale.

We will make a two-dimensional dataset out of the components that interest
us. We must choose which component goes first in the resulting 2-vector. We will
plot this component on the z-coordinate (and we refer to it as the z-coordinate),
and to the other component as the y-coordinate. This is just to make it easier to
describe what is going on; there’s no important idea here. It really will not matter
which is « and which is y. The two components make a dataset {x;} = {(zi, )}
To produce a scatter plot of this data, we plot a small shape at the location of each
data item.

Such scatter plots are very revealing. For example, figure 4.8 shows a scatter
plot of body temperature against heart rate for humans. In this dataset, the gender
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FIGURE 4.11: A scatter plot of the price of lynx pelts against the number of pelts.
I have plotted data for 1901 to the end of the series as circles, and the rest of the
data as *’s. It is quite hard to draw any conclusion from this data, because the scale
1s confusing. Furthermore, the data from 1900 on behaves quite differently from the
other data.

of the subject was recorded (as “1” or “2” — I don’t know which is which), and
so I have plotted a “1” at each data point with gender “1”, and so on. Looking
at the data suggests there isn’t much difference between the blob of “1” labels and
the blob of “2” labels, which suggests that females and males are about the same
in this respect.

The scale used for a scatter plot matters. For example, plotting lengths in
meters gives a very different scatter from plotting lengths in millimeters. Fig-
ure 4.9 shows two scatter plots of weight against height. Each plot is from the
same dataset, but one is scaled so as to show two outliers. Keeping these out-
liers means that the rest of the data looks quite concentrated, just because the
axes are in large units. In the other plot, the axis scale has changed (so you can’t
see the outliers), but the data looks more scattered. This may or may not be a
misrepresentation. Figure 4.10 compares the data with outliers removed, with the
same plot on a somewhat different set of axes. One plot looks as though increasing
height corresponds to increasing weight; the other looks as though it doesn’t. This
is purely due to deceptive scaling — each plot shows the same dataset.

Dubious data can also contribute to scaling problems. Recall that, in fig-
ure 4.5, price data before and after 1900 appeared to behave differently. Figure 4.11
shows a scatter plot of the lynx data, where I have plotted number of pelts against
price. I plotted the post-1900 data as circles, and the rest as asterisks. Notice
how the circles seem to form a quite different figure, which supports the suggestion
that something interesting happened around 1900. The scatter plot does not seem
to support the idea that prices go up when supply goes down, which is puzzling,
because this is a pretty reliable idea. This turns out to be a scale effect. Scale is an
important nuisance, and it’s easy to get misled by scale effects. The way to avoid
the problem is to plot in standard coordinates.

A natural solution to problems with scale is to normalize the x and y coor-
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FIGURE 4.12: A normalized scatter plot of weight against height, from the dataset at
http: //www2. stetson. edu/ ~ jrasp/data. htm. Now you can see that someone
who is a standard deviation taller than the mean will tend to be somewhat heavier
than the mean too.
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FIGURE 4.13: Left: A scatter plot of body temperature against heart rate, from
the dataset at http: //www2. stetson. edu/ ~ jrasp/data. htm; normtemp.xls. I
have separated the two genders by plotting a different symbol for each (though I
don’t know which gender is indicated by which letter); if you view this in color,
the differences in color makes for a greater separation of the scatter. This picture
suggests, but doesn’t conclusively establish, that there isn’t much dependence between
temperature and heart rate, and any dependence between temperature and heart
rate isn’t affected by gender. The scatter plot of the normalized data, in standard
coordinates, on the right supports this view.

dinates of the two-dimensional data to standard coordinates. We can normalize
without worrying about the dimension of the data — we normalize each dimen-
sion independently by subtracting the mean of that dimension and dividing by the
standard deviation of that dimension. We continue to use the convention of writing
the normalized x coordinate as & and the normalized y coordinate as §. So, for
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FIGURE 4.14: Left: A scatter plot of the price of lynx pelts against the number of
pelts (this is a repeat of figure 4.11 for reference). I have plotted data for 1901 to

the end of the series as circles, and the rest of the data as

%7

s. It is quite hard

to draw any conclusion from this data, because the scale is confusing. Right: A
scatter plot of the price of pelts against the number of pelts for lynx pelts. I excluded
data for 1901 to the end of the series, and then normalized both price and number
of pelts. Notice that there is now a distinct trend; when there are fewer pelts, they
are more expensive, and when there are more, they are cheaper.

example, we can write &; = (z; — mean ({z}))/std (z)) for the & value of the j'th
data item in normalized coordinates. Normalizing shows us the dataset on a stan-
dard scale. Once we have done this, it is quite straightforward to read off simple
relationships between variables from a scatter plot.

4.2 CORRELATION
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FIGURE 4.15: On the left, a normalized scatter plot of weight (y-coordinate) against
height (x-coordinate). On the right, a scatter plot of height (y-coordinate) against
weight (x-coordinate). I've put these plots next to one another so you don’t have to
mentally rotate (which is what you should usually do).



Section 4.2 Correlation 63

No Correlation . Positive Correlation Negative Correlation
S
6 = 4 4
. g
2 5 3
: 52 g
g2 g 52
= 2 g 3
',";)‘ 0| g 0 E 1 .
= <} ]
5] 5 =2 =} .
Z -4 2, —1 -
=
) o )
6 4 -2 0 02 4 624 2 0 2 4 = -1 0 1 2
Normalized body temperature Heights, outliers removed, normalized normalized number of pelts

FIGURE 4.16: The three kinds of scatter plot are less clean for real data than for
our idealized examples. Here I used the body temperature vs heart rate data for the
zero correlation; the height-weight data for positive correlation; and the lynz data
for negative correlation. The pictures aren’t idealized — real data tends to be messy
— but you can still see the basic structures.

The simplest, and most important, relationship to look for in a scatter plot is
this: when z increases, does § tend to increase, decrease, or stay the same? This is
straightforward to spot in a normalized scatter plot, because each case produces a
very clear shape on the scatter plot. Any relationship is called correlation (we will
see later how to measure this), and the three cases are: positive correlation, which
means that larger & values tend to appear with larger ¢ values; zero correlation,
which means no relationship; and negative correlation, which means that larger &
values tend to appear with smaller § values. I have shown these cases together
in one figure using a real data example (Figure 4.16), so you can compare the
appearance of the plots.

Positive correlation occurs when larger  values tend to appear with larger
¢ values. This means that data points with with small (i.e. negative with large
magnitude) 2 values must have small § values, otherwise the mean of & (resp. §)
would be too big. In turn, this means that the scatter plot should look like a “smear”
of data from the bottom left of the graph to the top right. The smear might be
broad or narrow, depending on some details we’ll discuss below. Figure 4.12 shows
normalized scatter plots of weight against height, and of body temperature against
heart rate. In the weight-height plot, you can clearly see that individuals who are
higher tend to weigh more. The important word here is “tend” — taller people
could be lighter, but mostly they tend not to be. Notice, also, that I did NOT
say that they weighed more because they were taller, but only that they tend to be
heavier.

Zero correlation occurs when there is no relationship. This produces a
characteristic shape in a scatter plot, but it takes a moment to understand why. If
there really is no relationship, then knowing & will tell you nothing about y. All
we know is that mean ({g}) = 0, and var ({g}) = 1. Our value of ¢ should have
this mean and this variance, but it doesn’t depend on  in any way. This is enough
information to predict what the plot will look like. We know that mean ({Z}) =0
and var ({Z}) = 1; so there will be many data points with Z value close to zero,
and few with a much larger or much smaller & value. The same applies to 3. Now
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consider the data points in a strip of & values. If this strip is far away from the
origin, there will be few data points in the strip, because there aren’t many big &
values. If there is no relationship, we don’t expect to see large or small § values
in this strip, because there are few data points in the strip and because large or
small ¢ values are uncommon — we see them only if there are many data points,
and then seldom. So for a strip with & close to zero, we might see large y values;
but for one that is far away, we expect to see small § values. We should see a blob,
centered at the origin. In the temperature-heart rate plot of figure 4.13, it looks as
though nothing of much significance is happening. The average heart rate seems to
be about the same for people who run warm or who run cool. There is probably
not much relationship here.

Negative correlation occurs when larger & values tend to appear with
smaller ¢ values. This means that data points with with small  values must
have large ¢ values, otherwise the mean of Z (resp. §) would be too big. In turn,
this means that the scatter plot should look like a “smear” of data from the top left
of the graph to the bottom right. The smear might be broad or narrow, depending
on some details we’ll discuss below. Figure 4.14 shows a normalized scatter plot of
the lynx pelt-price data, where I have excluded the data from 1901 on. I did so
because there seemed to be some other effect operating to drive prices up, which
was inconsistent with the rest of the series. This plot suggests that when there were
more pelts, prices were lower, as one would expect.

Notice that leaving out data, as I did here, should be done with care. If you
exclude every data point that might disagree with your hypothesis, you may miss
the fact that you are wrong. Leaving out data is an essential component of many
kinds of fraud. You should always reveal whether you have excluded data, and why,
to allow the reader to judge the evidence.

The correlation is not affected by which variable is plotted on the z-axis and
which is plotted on the y-axis. Figure 4.15 compares a plot of height against weight
to one of weight against height. Usually, one just does this by rotating the page, or
by imagining the new picture. The left plot tells you that data points with higher
height value tend to have higher weight value; the right plot tells you that data
points with higher weight value tend to have higher height value — i.e. the plots
tell you the same thing. It doesn’t really matter which one you look at. Again, the
important word is “tend” — the plot doesn’t tell you anything about why, it just
tells you that when one variable is larger the other tends to be, too.

4.2.1 The Correlation Coefficient

Consider a normalized data set of N two-dimensional vectors. We can write the
i’th data point in standard coordinates (Z;,4;). We already know many important
summaries of this data, because it is in standard coordinates. We have mean ({£}) =
0; mean({g}) = 0; std(Z) = 1; and std(y) = 1. Each of these summaries is
itself the mean of some monomial. So std (#)° = mean ({#%}) = 1; std (1) =
mean ({§?}) (the other two are easy). We can rewrite this information in terms
of means of monomials, giving mean ({Z}) = 0; mean ({§}) = 0; mean ({2?}) = 1;
and mean ({QQ}) = 1. There is one monomial missing here, which is 2.

The term mean ({Z7}) captures correlation between = and y. The term is
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known as the correlation coefficient or correlation.

Definition: 4.1 Correlation coefficient

Assume we have N data items which are 2-vectors
(1,y1),---,(@N,yn), where N > 1. These could be obtained,
for example, by extracting components from larger vectors. We
compute the correlation coefficient by first normalizing the = and y
coordinates to obtain &; = W, Uy — @%a(;(){y})) The
correlation coefficient is the mean value of Zy, and can be computed
as: o

corr ({(z,9)}) = %

Correlation is a measure of our ability to predict one value from another.
The correlation coefficient takes values between —1 and 1 (we’ll prove this below).
If the correlation coefficient is close to 1, then we are likely to predict very well.
Small correlation coefficients (under about 0.5, say, but this rather depends on what
you are trying to achieve) tend not to be all that interesting, because (as we shall
see) they result in rather poor predictions. Figure 4.17 gives a set of scatter plots
of different real data sets with different correlation coefficients. These all come
from data set of age-height-weight, which you can find at http://www2.stetson.
edu/~jrasp/data.htm (look for bodyfat.xls). In each case, two outliers have been
removed. Age and height are hardly correlated, as you can see from the figure.
Younger people do tend to be slightly taller, and so the correlation coefficient is
-0.25. You should interpret this as a small correlation. However, the variable
called “adiposity” (which isn’t defined, but is presumably some measure of the
amount of fatty tissue) is quite strongly correlated with weight, with a correlation
coeflicient is 0.86. Average tissue density is quite strongly negatively correlated with
adiposity, because muscle is much denser than fat, so these variables are negatively
correlated — we expect high density to appear with low adiposity, and vice versa.
The correlation coefficient is -0.86. Finally, density is very strongly correlated with
body weight. The correlation coefficient is -0.98.

It’s not always convenient or a good idea to produce scatter plots in standard
coordinates (among other things, doing so hides the units of the data, which can
be a nuisance). Fortunately, scaling or translating data does not change the value
of the correlation coefficient (though it can change the sign if one scale is negative).
This means that it’s worth being able to spot correlation in a scatter plot that
isn’t in standard coordinates (even though correlation is always defined in standard
coordinates). Figure 4.18 shows different correlated datasets plotted in their original
units. These data sets are the same as those used in figure 4.17

Properties of the Correlation Coefficient
You should memorize the following properties of the correlation coefficient:
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Adiposity and weight, correlation=0.8
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FIGURE 4.17: Scatter plots for various pairs of variables for the age-height-weight

dataset from http://www2. stetson. edu/ ~ jrasp/data. htm; bodyfat.xls.

In

each case, two outliers have been removed, and the plots are in standard coordi-
nates (compare to figure 4.18, which shows these data sets plotted in their original
units). The legend names the variables.

e The correlation coefficient is symmetric (it doesn’t depend on the order of its

corr ({(z,y)}) = corr ({(y,z)})

e The value of the correlation coefficient is not changed by translating the data.
Scaling the data can change the sign, but not the absolute value. For constants

arguments), so

a#0,b, c#0,dwe have

corr ({(az + b, cx + d)}) = sign(ab)corr ({(z,v)})

e If y tends to be large (resp. small) for large (resp. small) values of Z, then
the correlation coefficient will be positive.

e If § tends to be small (resp. large) for large (resp. small) values of &, then
the correlation coeflicient will be negative.
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FIGURE 4.18: Scatter plots for various pairs of variables for the age-height-weight
dataset from http://www2. stetson. edu/ ~jrasp/data. htm; bodyfat.zls. In
each case, two outliers have been removed, and the plots are NOT in standard coor-
dinates (compare to figure 4.17, which shows these data sets plotted in normalized
coordinates). The legend names the variables.

e If § doesn’t depend on Z, then the correlation coefficient is zero (or close to
7€ero).

e The largest possible value is 1, which happens when z = .
e The smallest possible value is -1, which happens when & = —y.

The first property is easy, and we relegate that to the exercises. One way to
see that the correlation coefficient isn’t changed by translation or scale is to notice
that it is defined in standard coordinates, and scaling or translating data doesn’t
change those. Another way to see this is to scale and translate data, then write out
the equations; notice that taking standard coordinates removes the effects of the
scale and translation. In each case, notice that if the scale is negative, the sign of
the correlation coefficient changes.

The property that, if § tends to be large (resp. small) for large (resp. small)
values of z, then the correlation coefficient will be positive, doesn’t really admit
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a formal statement. But it’s relatively straightforward to see what’s going on.
Because mean ({#}) = 0, small values of mean ({#}) must be negative and large
values must be positive. But corr ({(z,4)}) = lj\gfcy, and for this sum to be
positive, it should contain mostly positive terms. It can contain few or no hugely
positive (or hugely negative) terms, because std (Z) = std () = 1 so there aren’t
many large (or small) numbers. For the sum to contain mostly positive terms, then
the sign of z; should be the same as the sign ; for most data items. Small changes
to this argument work to show that if if § tends to be small (resp. large) for large
(resp. small) values of &, then the correlation coefficient will be negative.

Showing that no relationship means zero correlation requires slightly more
work. Divide the scatter plot of the dataset up into thin vertical strips. There
are S strips. Each strip is narrow, so the & value does not change much for the
data points in a particular strip. For the s’th strip, write N(s) for the number of
data points in the strip, #(s) for the & value at the center of the strip, and 7(s)
for the mean of the ¢ values within that strip. Now the strips are narrow, so we
can approximate all data points within a strip as having the same value of . This
yields

mean ({Zg}) ~ S Z 5(5)]

sestrips

(where you could replace ~ with = if the strips were narrow enough). Now assume
that §(s) does not change from strip to strip, meaning that there is no relation-
ship between & and ¢ in this dataset (so the picture is like the left hand side in
figure 4.16). Then each value of §(s) is the same — we write § — and we can
rearrange to get

mean ({#9}) ~ 5= = Y @
sestrips

Now notice that

0 = mean ({§}) ~ Z N(s)y(s
sestrlps
(where again you could replace ~ with = if the strips were narrow enough). This

means that if every strip has the same value of 7(s), then that value must be zero.
In turn, if there is no relationship between Z and ¢, we must have mean ({Zg}) = 0.
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Proposition:
—1 <corr({(z,9)}) <1

Proof: Writing , ¢ for the normalized coefficients, we have

corr ({(@.9))) = 200

and you can think of the value as the inner product of two vectors. We write

— 1,02, ] and y = —— (31, G- O
X=—|21,%2,...2 il = —U1,Y2, - .-
N 1,72 N y \/Nyly2 YN

and we have corr ({(z,7)}) = xTy. Notice x”x = std (z)*> = 1, and similarly
for y. But the inner product of two vectors is at its maximum when the two
vectors are the same, and this maximum is 1. This argument is also sufficient to
show that smallest possible value of the correlation is —1, and this occurs when
i?l' = _gi for all i.

Property 4.1: The largest possible value of the correlation is 1, and this occurs
when &; = g, for all 7. The smallest possible value of the correlation is —1, and
this occurs when z; = —y; for all 4.

4.2.2 Using Correlation to Predict

Assume we have N data items which are 2-vectors (z1,41),..., (zn,yn), where
N > 1. These could be obtained, for example, by extracting components from
larger vectors. As usual, we will write z; for x; in normalized coordinates, and so
on. Now assume that we know the correlation coefficient is r (this is an important,
traditional notation). What does this mean?

One (very useful) interpretation is in terms of prediction. Assume we have a
data point (xg,?) where we know the x-coordinate, but not the y-coordinate. We
can use the correlation coefficient to predict the y-coordinate. First, we transform
to standard coordinates. Now we must obtain the best gy value to predict, using
the zy value we have.

We want to construct a prediction function which gives a prediction for any
value of . This predictor should behave as well as possible on our existing data.
For each of the (&;,4;) pairs in our data set, the predictor should take #; and
produce a result as close to y; as possible. We can choose the predictor by looking
at the errors it makes at each data point.

We write ¢ for the value of §; predicted at #;. The simplest form of predictor
is linear. If we predict using a linear function, then we have, for some unknown
a, b, that §¥ = az; + b. Now think about u; = g; — ¢¥, which is the error in our
prediction. We would like to have mean ({u}) = 0 (otherwise, we could reduce the
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error of the prediction just by subtracting a constant).

mean ({u}) = mean({g—¢"})
= mean ({g}) — mean ({a&; + b})
= mean ({g}) —amean ({&}) + b
= 0—a0+Dd
= 0.
This means that we must have b = 0.
To estimate a, we need to think about var ({u}). We should like var ({u}) to
be as small as possible, so that the errors are as close to zero as possible (remember,

small variance means small standard deviation which means the data is close to the
mean). We have

var({u}) = var({§— §"})
= mean ({(§ —a®)®}) because mean ({u}) =0
mean ({(9)* — 2a&j + a*(2)*})
= mean ({(§)*}) — 2amean ({&7}) + a®mean ({(2)*})
= 1-—2ar+d?

which we want to minimize by choice of a. At the minimum, we must have

dvar ({u;})

Ta =0=-2r+2a

so that @ = r and the correct prediction is
¥p = o

You can use a version of this argument to establish that if we have (7, 7o), then
the best prediction for &g (which is in standard coordinates) is rgo. It is important
to notice that the coefficient of §; is NOT 1/r; you should work this example, which
appears in the exercises. We now have a prediction procedure, outlined below.
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Procedure: 4.1 Predicting a value using correlation

Assume we have N data items which are 2-vectors
(1,v1),---,(zN,yn), where N > 1. These could be obtained,
for example, by extracting components from larger vectors. Assume
we have an x value zy for which we want to give the best prediction of
a y value, based on this data. The following procedure will produce a
prediction:

e Transform the data set into standard coordinates, to get

B = g @ mean ({x))
b= g (= mean ()
B = gy (@o—mean({a}).

e Compute the correlation
r = corr ({(z,y)}) = mean ({Zg}).

e Predict oy = rzg.

e Transform this prediction into the original coordinate system, to
get
yo = std (y)rdo + mean ({y})

Now assume we have a y value yg, for which we want to give the best
prediction of an x value, based on this data. The following procedure
will produce a prediction:

e Transform the data set into standard coordinates.
e Compute the correlation.
e Predict :i'o = ’I"g().

e Transform this prediction into the original coordinate system, to
get
xo = std (z)ryo + mean ({z})

There is another way of thinking about this prediction procedure, which is
often helpful. Assume we need to predict a value for zy. In normalized coordinates,
our prediction is yP = rig; if we revert back to the original coordinate system, the



Section 4.2 Correlation 72

prediction becomes

(y" —mean ({y})) _ T((iﬂo — mean ({ZC})))
std (y) std () '

This gives a really useful rule of thumb, which I have broken out in the box below.

Procedure: 4.2 Predicting a value using correlation: Rule of thumb - 1

If xg is k standard deviations from the mean of z, then the predicted
value of y will be rk standard deviations away from the mean of y, and
the sign of r tells whether y increases or decreases.

An even more compact version of the rule of thumb is in the following box.

Procedure: 4.3 Predicting a value using correlation: Rule of thumb - 2

The predicted value of y goes up by r standard deviations when the
value of x goes up by one standard deviation.

We can compute the average root mean square error that this prediction
procedure will make. The square of this error must be

mean ({v’}) = mean ({y*}) — 2rmean ({zy}) + r*mean ({2°})
= 1-2r2 42
1—r?

so the root mean square error will be v/1 — r2. This is yet another intepretation of
correlation; if z and y have correlation close to one, then predictions could have very
small root mean square error, and so might be very accurate. In this case, knowing
one variable is about as good as knowing the other. If they have correlation close
to zero, then the root mean square error in a prediction might be as large as the
root mean square error in § — which means the prediction is nearly a pure guess.

The prediction argument means that we can spot correlations for data in
other kinds of plots — one doesn’t have to make a scatter plot. For example, if
we were to observe a child’s height from birth to their 10’th year (you can often
find these observations in ballpen strokes, on kitchen walls), we could plot height
as a function of year. If we also had their weight (less easily found), we could plot
weight as a function of year, too. The prediction argument above say that, if you
can predict the weight from the height (or vice versa) then they’re correlated. One
way to spot this is to look and see if one curve goes up when the other does (or
goes down when the other goes up). You can see this effect in figure 4.5, where
(before 19h00), prices go down when the number of pelts goes up, and vice versa.
These two variables are negatively correlated.
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5 Stork population
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FIGURE 4.19: This figure, from Vickers (ibid, p184) shows a plot of the stork pop-
ulation as a function of time, and the human birth rate as a function of time, for
some years in Germany. The correlation is fairly clear; but this does not mean that
reducing the number of storks means there are fewer able to bring babies. Instead,
this is the impact of the first world war — a hidden or latent variable.

4.2.3 Confusion caused by correlation

There is one very rich source of potential (often hilarious) mistakes in correlation.
When two variables are correlated, they change together. If the correlation is
positive, that means that, in typical data, if one is large then the other is large,
and if one is small the other is small. In turn, this means that one can make
a reasonable prediction of one from the other. However, correlation DOES NOT
mean that changing one variable causes the other to change (sometimes known as
causation).

Two variables in a dataset could be correlated for a variety of reasons. One
important reason is pure accident. If you look at enough pairs of variables, you
may well find a pair that appears to be correlated just because you have a small
set of observations. Imagine, for example, you have a dataset consisting of only
two vectors — there is a pretty good chance that there is some correlation between
the coefficients. Such accidents can occur in large datasets, particularly if the
dimensions are high.

Another reason variables could be correlated is that there is some causal
relationship — for example, pressing the accelerator tends to make the car go
faster, and so there will be some correlation between accelerator position and car
acceleration. As another example, adding fertilizer does tend to make a plant grow
bigger. Imagine you record the amount of fertilizer you add to each pot, and the
size of the resulting potplant. There should be some correlation.

Yet another reason variables could be correlated is that there is some other
background variable — often called a latent variable — linked causally to each of
the observed variables. For example, in children (as Freedman, Pisani and Purves
note in their excellent Statistics), shoe size is correlated with reading skills. This
DOES NOT mean that making your feet grow will make you read faster, or that
you can make your feet shrink by forgetting how to read. The real issue here is
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the age of the child. Young children tend to have small feet, and tend to have
weaker reading skills (because they’ve had less practice). Older children tend to
have larger feet, and tend to have stronger reading skills (because they’ve had more
practice). You can make a reasonable prediction of reading skills from foot size,
because they’re correlated, even though there is no direct connection.

This kind of effect can mask correlations, too. Imagine you want to study the
effect of fertilizer on potplants. You collect a set of pots, put one plant in each,
and add different amounts of fertilizer. After some time, you record the size of each
plant. You expect to see correlation between fertilizer amount and plant size. But
you might not if you had used a different species of plant in each pot. Different
species of plant can react quite differently to the same fertilizer (some plants just
die if over-fertilized), so the species could act as a latent variable. With an unlucky
choice of the different species, you might even conclude that there was a negative
correlation between fertilizer and plant size. This example illustrates why you need
to take great care in setting up experiments and interpreting their results.

This sort of thing happens often, and it’s an effect you should look for. An-
other nice example comes from Vickers (ibid). The graph, shown in Figure 4.19,
shows a plot of (a) a dataset of the stork population in Europe over a period of
years and (b) a dataset of the birth rate over those years. This isn’t a scatter plot;
instead, the data has been plotted on a graph. You can see by eye that these two
datasets are quite strongly correlated . Even more disturbing, the stork popula-
tion dropped somewhat before the birth rate dropped. Is this evidence that storks
brought babies in Europe during those years? No (the usual arrangement seems
to have applied). For a more sensible explanation, look at the dates. The war
disturbed both stork and human breeding arrangements. Storks were disturbed
immediately by bombs, etc., and the human birth rate dropped because men died
at the front.

4.3 STERILE MALES IN WILD HORSE HERDS

Large herds of wild horses are (apparently) a nuisance, but keeping down numbers
by simply shooting surplus animals would provoke outrage. One strategy that
has been adopted is to sterilize males in the herd; if a herd contains sufficient
sterile males, fewer foals should result. But catching stallions, sterilizing them, and
reinserting them into a herd is a performance — does this strategy work?

We can get some insight by plotting data. At http://1ib.stat.cmu.edu/
DASL/Datafiles/WildHorses.html, you can find a dataset covering herd manage-
ment in wild horses. I have plotted part of this dataset in figure 4.20. In this
dataset, there are counts of all horses, sterile males, and foals made on each of a
small number of days in 1986, 1987, and 1988 for each of two herds. I extracted
data for one herd. I have plotted this data as a function of the count of days since
the first data point, because this makes it clear that some measurements were taken
at about the same time, but there are big gaps in the measurements. In this plot,
the data points are shown with a marker. Joining them leads to a confusing plot
because the data points vary quite strongly. However, notice that the size of the
herd drifts down slowly (you could hold a ruler against the plot to see the trend),
as does the number of foals, when there is a (roughly) constant number of sterile
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FIGURE 4.20: A plot of the number of